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Abstract Population census size (NC) and effective

population sizes (Ne) are two crucial parameters that

influence population viability, wildlife management deci-

sions, and conservation planning. Genetic estimators of

both NC and Ne are increasingly widely used because

molecular markers are increasingly available, statistical

methods are improving rapidly, and genetic estimators

complement or improve upon traditional demographic

estimators. We review the kinds and applications of

estimators of both NC and Ne, and the often undervalued

and misunderstood ratio of effective-to-census size

(Ne/NC). We focus on recently improved and well evalu-

ated methods that are most likely to facilitate conservation.

Finally, we outline areas of future research to improve Ne

and NC estimation in wild populations.

Keywords Population size estimation �
Noninvasive sampling � Remote genetic monitoring �
Abundance � Bottleneck � Ne/NC ratio �
Habitat fragmentation

Counting fish is like counting trees, except they are

invisible and they keep moving.

John Shepherd (from Hilborn 2002)

Effective population size (Ne) is a critical parameter

in population biology, but it is difficult to collect

enough demographic data from natural populations

to calculate Ne directly.

Robin Waples (2005)

Introduction

Population census size (NC) and effective population size

(Ne) are among the most important parameters in wildlife

management and conservation because they can inform

management and help predict the extinction risk of popu-

lations. NC and Ne are difficult to estimate, especially for

secretive and elusive species, ranging from fish to other

aquatic organisms and forest-dwelling mammals. The first

quote above exemplifies a common problem: NC seldom

G. Luikart (&) � F. W. Allendorf

Division of Biological Sciences, University of Montana,

Missoula, MT 59812, USA

e-mail: gordon.luikart@mso.umt.edu

G. Luikart

Centro de Investigação em Biodiversidade e Recursos Genéticos
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can be assessed by directly counting individuals. We often

must estimate NC because it is difficult to count all the

individuals in a population,. The second quotation above

exemplifies the difficulty of estimating Ne directly from

demographic data such as variance in reproductive success

and thus the need for indirect genetic estimators (Harris

and Allendorf 1989; Frankham 1995a, b; Leberg 2005).

It is timely to review NC and Ne estimators because the

field is advancing rapidly with recent publications report-

ing new estimators and performance evaluations for both

NC (Boulanger et al. 2008a, b; Kendall et al. 2008; Settlage

et al. 2008; Knapp et al. 2009) and Ne (Jorde and Ryman

2007; Waples and Yokota 2007; Nomura 2008; Palstra and

Ruzzante 2008; Tallmon et al. 2008; Wang 2009; Waples

and Do in press). We focus on estimators that are currently

the most useful for conservation and wildlife management,

e.g. the estimators of contemporary (current) Ne. Estima-

tors of historical Ne have less immediate relevance to

conservation (although excellent examples exist; see Alter

et al. 2007), and recently have been reviewed elsewhere

(Charlesworth 2009). Historical Ne also is relatively diffi-

cult to estimate.

We discuss sampling requirements, assumptions, and

genetic markers for estimation of NC and Ne, which will

hopefully encourage researchers to estimate both the NC

and Ne to improve understanding of the Ne/NC ratio in

natural populations (Nunney 1993, 2002). Finally, we

discuss future research to improve estimation of NC, Ne,

and the Ne/NC ratio.

Estimation of census size (NC)

We define population census size (NC) as the number of

adults in a study area or population, unless stated other-

wise. This avoids inclusion of thousands of offspring in

fecund species that have no chance of reaching adulthood

or contributing demographically or genetically to their

population. We emphasize it is crucial for researchers to

report their definition of population size and what age or

stage-classes are counted in their NC estimation. We realize

that DNA-based estimates of NC often include pre-repro-

ductive young because age usually cannot be determined

from remotely-sampled DNA (but see below and Criscuolo

et al. 2009). Researchers can potentially avoid noninvasive

sampling of young animals by collecting only large fecal

pellets or sampling only large hairs from hair-snares

positioned high off the ground can. Finally, we note that

wildlife researchers often use the term ‘abundance’—the

number of individuals in a particular area, similar to our

definition of NC, except that our NC refers to the number of

adults only.

Traditional capture-mark-recapture (CMR) studies use

physical markers such as leg bands to mark individuals.

The principle of CMR is to mark individuals in an initial

capture session and then, in subsequent recapture sessions,

to quantify the proportion of marked individuals. NC is then

estimated from the ratio of marked to unmarked individuals

in recapture sessions, assuming that all individuals (marked

and unmarked) are randomly mixed and sampled and thus

all are equally catchable during the recapture sessions

(Seber 1973). However, it can be impossible or dangerous

to capture and handle enough animals to estimate NC with

adequate precision.

Noninvasive or remote genetic techniques allow mark-

ing of many animals by using DNA collected from hair,

feathers, urine, menstrual blood, snail slime tracks, or other

tissue samples. One difference between genetic mark-

recapture and traditional mark-recapture is a concern about

poor data quality caused by genotyping errors that can be

common with noninvasive DNA samples (see reviews by

Taberlet et al. 1999; Pompanon et al. 2005; Waits and

Paetkau 2005). Fortunately, new laboratory techniques and

NC estimation models continually improve our ability to

limit effects of genotyping errors on NC estimates (e.g.

Wright et al. 2009; Beja-Pereira et al. 2009).

One-sample NC estimators

Unlike classical CMR that requires multiple sampling

sessions, noninvasive DNA-based NC estimates can be

obtained from a single sampling session. The principal of

one-sample NC estimation is as follows: if the same mul-

tilocus genotype, i.e., individual, is observed (‘captured’)

two or more times in the same single sampling session, all

captures beyond the first are considered ‘recaptures’. The

ability to estimate NC from a single sampling session is

extremely helpful for species that are costly or time con-

suming to sample.

Rarefaction curves have been used to asses N̂C (Kohn

et al. 1999; Eggert et al. 2003; Frantz and Roper 2006).

Kohn et al. (1999) genotyped 115 fecal samples from

coyotes (Canus latrans) in an area near Los Angeles; they

found 30 unique, 3-locus genotypes, resulting in a rare-

faction index of 38 individuals in the population (Fig. 1). A

rarefaction curve, also called an accumulation curve, is a

plot with the number of unique multi-locus genotypes on

the y-axis and the number of analyzed samples on the

x-axis. Rarefaction assumes that all individuals will have a

unique genotype, e.g. when genotyped at 6–10 microsat-

ellite loci, and that sampling is conducted ‘‘with

replacement’’.

Rarefaction approaches are becoming less widely used

as recent maximum likelihood and Bayesian methods

(Table 1) can make use of the information provided by
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multiple occurrences of individual genotypes within a

session (Miller et al. 2005; Petit and Valiere 2006; Lukacs

et al. 2007).

Two-sample NC estimators

Two-sample or multi-sample DNA-based NC estimators

are the same as traditional CMR demographic estimators,

except that genotypes replace physical marks. There are

many types of two-sample NC estimators (Table 1). In

fact, one of the most commonly used software programs

for estimating NC and survival using mark-recapture

data—program MARK (White and Burnham 1999)—has

more than 100 different models to estimate population

parameters, including NC (White et al. 2006). These

models principally differ in the parameter of interest,

initial assumptions, how an animal is encountered (e.g.

recovered dead versus re-sighting of a marked animal)

and how that animal has been marked (White et al. 2006).

For example, models for open and closed populations

exist (see below).

The kernel of multi-sample CMR estimators is the

attempt to adjust raw count data by the probability that an

animal was detected or captured, called capture probability

(CP). Capture probability can be constant across all groups,

or vary by individual, time, age or any other covariate. The

literature is replete with examples emphasizing the

importance of high capture probability to achieve precise

NC estimates. High capture probability is achieved if the

sample size is large enough that every individual has a

‘high’ chance of being recaptured with a given technique

such as hair or fecal sampling.

The greatest challenge to estimating NC using capture-

mark-recapture methodology often has been the heteroge-

neous capture probabilities among individuals in the sam-

pled population (Lukacs et al. 2007; Boulanger et al.

2008a). Lukacs et al. (2007) proposed methods to incor-

porate information from multiple captures of genotypes

within each sample and to adjust estimates for capture

heterogeneity; the method worked well for elephant

(Loxodonta africana) dung samples.

Reliable NC estimates using DNA sampling generally

require sufficient sample sizes and capture probabilities,

low capture biases (by sex, age etc.), and demographic

closure. Pilot studies are recommended to assess whether

sufficient capture data can be obtained and genotyping

error rates are sufficiently low to avoid bias caused by false

genotypes, for example (Valière et al. 2006; Harris et al. in

press). Boulanger et al. (2004) conducted simulations that

suggested capture probabilities of 0.20 and population sizes

of *50 were needed to generate reliable results for esti-

mating brown bear (Ursus arctos) NC from DNA sampling.

In general, much higher capture probabilities are desirable

and will provide more precise estimates.

Settlage et al. (2008) assessed capture probabilities and

statistical power for black bears (Ursus americanus) in two

areas of the southern Appalachian Mountains of the USA,

using 9 microsatellites genotyped from hairs. For a low

density area, 60 bears were identified; the capture proba-

bilities and precision of the population estimates were

acceptable if samples were collected over at least 3-5

consecutive one-week sampling periods. However, in the

second high density study area, capture probability (CP)

and precision were unacceptably low (CP \ 0.20) given

the sampling of 129 bears; capture heterogeneity caused by

inadequate sample numbers and spatial coverage appar-

ently contributed to the poor performance. This study

illustrates the crucial importance of conducting a power

analysis and considering the population density and trap-

ping effort required to achieve sufficiently high CP and

spatial coverage of sampling across a study area.

Comparing one- and two-sample NC estimators

Petit and Valiere (2006) used simulations to evaluate the

reliability of different NC estimators that use DNA-based

approaches. For equal sampling efforts, they compared

population size estimates from rarefaction curves, a clas-

sical maximum likelihood CMR method, and one-sample

and multiple-sample Bayesian estimators (BAYESN, an R

script module for N̂C calculation, Table 1). In a closed

population without sampling heterogeneity, one-sample

noninvasive N̂C estimation was as reliable as classical
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Fig. 1 Population size inference based on the rarefaction curve used

to estimate the number of coyotes from feces sampled in an area near

Los Angeles by Kohn et al. (1999). Plot of the average number of

unique genotypes (y) discovered as a function of the number of

samples (x) using the equation y = (ax)/(b ? x), where a is the

population size asymptote, and b a constant which is the rate of

decline in the value of the slope. Kohn et al. (1999) found 30 unique

genotypes in 115 samples analyzed, resulting in an index of 38

individuals in the population
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CMR. The Bayesian estimator in the case of a single

sampling session was most reliable with 95% confidence

intervals containing the parametric NC in [90% of simu-

lations. Future simulation evaluations with capture heter-

ogeneity are needed to quantify the effect of capture

heterogeneity on the reliability of one-sample estimators.

Recent empirical studies of bats (Rhinolophus hippo-

sideros; Puechmaille and Petit 2007) and black bears

(Robinson et al. 2009) suggest that one-sample methods

work well in small populations with less than 100 indi-

viduals. Robinson et al. (2009) concluded that one-sample

models provided more precise estimates than two multi-

session CMR models in program MARK (Cooch and

White 2006). However, the true parametric NC was

unknown, as in most empirical studies, and thus the con-

clusions are not certain.

Harris et al. (in press) applied both one-sample and two-

sample estimators in a noninvasive fecal DNA-based study

of argali mountain sheep (Ovis ammon) in Afghanistan.

The one-sample estimates from the urn model in the

CAPWIRE software were more precise (153, 95% CI:

120–202) than the conventional multi-session closed CMR

estimator (172, 95% CI: 117–232) using female argali and

program MARK. However, the spatial distribution of the

within-session recaptures was spatially clumped, thereby

violating the independence assumption underlying the

continuous-time one-sample model in CAPWIRE software

program (Table 1). The authors therefore rejected the

estimate from CAPWIRE as having false precision, and

used only the CMR closed-capture estimate of NC. It is not

surprising that fecal pellet piles from individuals were

spatially clumped when considering that an individual

might have repeatedly defecated in the same small geo-

graphic area. This could be a common problem for many

species and one-sample estimators. Finally, CMR will

often out perform one-sample (i.e. continuous capture)

methods because existing one-sample approaches are less

flexible in modeling the capture process.

Open and closed models

CMR models can be classified based on assumptions of

demographic closure. ‘‘Closed’’ models assume no addi-

tions or subtractions of individuals during the time period

of interest, such that no births, deaths, emigrations, or

immigrations, occur during or between sampling occasions.

Alternatively, open models allow changes in NC and can

also provide estimates of survival and recruitment, in

addition to N̂C. However, open models usually require

larger sample sizes and longer study times. Closed models

are commonly used because they can provide reasonably

precise and accurate estimates of NC with fewer data. A

primary advantage of closed models over open ones is their

ability to model variation in capture probability. With open

models, researchers must use the robust design (which

essentially imbeds multiple closed-capture samplings

within a larger open one) in order to account for capture

variation—which should be common.

There have been several large-scale capture-mark

recapture efforts using DNA from hair and scat. Both open

and closed models have been used, although due to the

nature of sample deposition with scat, these studies tend to

use open models. For example, old feces deposited over

several weeks can be collected, which makes capture ses-

sions longer and therefore more likely to violate assump-

tions of closure.

Kendall et al. (2009) used DNA from hair snares and

rubs and Huggins–Pledger closed mark–recapture models

to estimate population size for grizzly bears (Ursus arctos)

in the 33,480 km2 in the Northern Continental Divide

Ecosystem of Montana, U.S.A. They estimated the popu-

lation to be 765 bears (95% CI = 715–831) which was

greater than twice the existing estimate from sighting data.

They could justify the closed model because their sample

design involved discrete sampling sessions to collect bear

hair at sites where they induced the bear to visit and deposit

a sample. The confidence interval on N̂C in this study is

impressively small thanks to very intensive field efforts and

clever and sophisticated use of available models. This

landmark study is perhaps the first to estimate Nc of a wide-

ranging species for an entire ecosystem.

Harris et al. (in press) illustrated the importance of

considering open and closed models separately for males

and females. With four sampling sessions, the closed-

capture model N̂C for female argali mountain sheep was

172 (95%CI: 117–232), which was *23% higher than

visual counts (index of NC). However, the comparison of

mark-recapture models suggested that males were not a

closed population, and thus a reliable overall N̂C could not

be obtained. Males likely moved in and out of the study

area and thus were unlikely sampled representatively

throughout the entire male population. Even without a clear

overall N̂C, the study yielded a female N̂C and also sug-

gested that the local population was not isolated from other

argali populations, which is crucial information that could

not have been confirmed with the visual count indices

alone.

Prugh et al. (2005) used DNA from fecal samples col-

lected on snowtracks to estimate the size of a coyote

population in the Alaska Range with Cormack-Jolly-Seber

open population models. They found that the coyote N̂C

and survival diminished in the first year following a crash

in an important prey item, the snowshoe hare. Similarly,

Marucco et al. (2009) estimated N̂C and population growth

(k) over 7 years for a recolonizing wolf (Canus lupus)

population in the Italian Alps using non-invasive genetic
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sampling and open capture-mark-recapture models. Spe-

cifically, these authors used a Cormack-Jolly-Seber model

to estimate apparent survival (survival of individuals that

remain in the study area), recapture rates, and N̂C, and

examined a series of 20 biological models that may have

explained variance in these rates. They found that N̂C more

than doubled in 7 years largely due to high winter survival

rates of adults.

Above we noted that open models have the advantage of

being able to account for recruitment and mortality, an

advantage over closed models. Yet, open models do not

estimate capture probability within-years, as done by

closed-captures population models. Thus many researchers

have turned to robust design models to estimation both

within-year capture probabilities and between year sur-

vival. In addition researchers are beginning to use a new

class of models called occupancy models to calculate N̂C

(MacKenzie and Royle 2005; MacKenzie et al. 2005) and

understand how occupancy is influenced by covariates.

Occupancy modeling

Occupancy modeling uses information on species detec-

tions at a site (given repeat site visits) to estimate site

occupancy and probability of detection given presence.

These data can be modeled to estimate NC and population

growth rates (MacKenzie et al. 2006). Occupancy models

estimate probability of detection using an approach that is

similar to Huggins closed population size models except

that occupancy of the sample unit is estimated versus N̂C

for sample units as is done with the Huggins estimators

(Huggins 1991). The Huggins model is useful for dealing

with heterogeneity issues by modeling capture probability

as a function of covariates (e.g. weight, length, snow depth

etc.) influencing individuals or populations. One advantage

of occupancy models is that they use more data than tra-

ditional population size estimators; for example, a com-

plete absence of individuals at a site over time can be used

in the data analysis for occupancy models, but not in CMR

studies.

Boulanger et al. (2008a) applied occupancy models to

estimate probability of detection at DNA hair snares for

grizzly bears that were previously radio-collared and bears

that have never been handled. They found that previously

captured bears had a lower probability of detection. This is

important as the authors can now account for previous

capture (a source of individual heterogeneity) in their

population size estimates. Thus far we know of no pub-

lished DNA-based surveys that compute N̂C using this

method, although the approach has been used to evaluate

the influence of environmental and study design factors on

carnivore occupancy of different areas (Boulanger et al.

2008a).

Comparing demographic and genetic estimators of NC

Recent studies have compared the usefulness of traditional

versus DNA-based methods for estimating NC. For exam-

ple, Solberg et al. (2006) used the brown bear in south-

central Sweden to compare three different methods of

estimating NC, including methods based on traditional

demographic data as well as on non-invasive genetic data.

The best traditional method was based on observations of

bears from a helicopter. The best overall method was the

genetic method using a closed population MARK estima-

tor, as recommended in a previous study (Bellemain et al.

2005). Solberg et al. (2006) concluded that traditional field

methods likely underestimated population size. They also

concluded that the noninvasive genetic method was less

expensive than the most reliable traditional field method (a

CMR method based on observations of bears from a heli-

copter), and preferable from an ethical point of view.

Several studies have highlighted the use of DNA-based

NC estimates to obtain valuable data for conservation and

management and have sometimes obtained improved or

substantially different estimates (10–50%) from traditional

CMR data or previous perceptions (Kendall et al. 2009;

Guschanski et al. 2009). In addition, NC estimates have

been used to assess the effects of hunting on population

size and to set harvest quotas to avoid overharvest (Immell

and Anthony 2008).

Future developments in NC estimation

Great strides have been made in the expansion of classical

CMR methods to include the estimation of parameters that

affect N̂C, such as survival, recruitment, movement, and

population growth as well as habitat occupancy, and even

species diversity. In addition, a great deal of effort has been

invested in developing model averaging for CMR param-

eters, in which parameter estimates from multiple ‘‘com-

peting’’ models are combined into a weighted average, to

improve inferences. There is no reason these advances

cannot be applied using DNA-based studies (Lukacs and

Burnham 2005).

The future should see expansion of non-invasive DNA

methods of N̂C calculation to include other biologically

important parameters that explain underlying causes of

changes in NC, and perhaps even community ecology

parameters such as the estimation of species richness (Cam

et al. 2002). Perhaps the greatest improvement in NC esti-

mation will be when we devise ways to use genetic esti-

mates of demographic movement and effective population

size to inform our CMR models.

NC estimation will be continually advanced by new

DNA extraction and genotyping technologies (Perkel 2008)
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that allow analysis of more individual samples that have

low quality and quantities of DNA (Beja-Pereira et al.

2009). SNPs and short microsatellites can be genotyped on

samples with poorer DNA than can be genotyped with

typical microsatellites of 150–250 base pairs in length

(Campbell and Narum 2009; Musgrave-Brown et al. 2007).

Use of more samples could increase capture probability

and improve estimates of capture heterogeneity to improve

accuracy and precision in NC estimates.

Future studies could include estimates an individual’s

age from remotely-sampled DNA. Quantitative (real time)

PCR-based techniques can now assess telomere length

(chromosome end length, which is correlated with age)

from very small quantities of DNA (Criscuolo et al. 2009;

Ren et al. 2009). Knowing the age of individuals will

facilitate NC estimation and assessment of Ne/NC ratios.

This telomere length QPCR method will likely need to be

calibrated separately for each new species or taxon per-

haps using different PCR primers or primer concentra-

tions (Criscuolo et al. 2009). Future research is needed to

verify this method’s reliability and transferability among

taxa.

Estimation of effective size

Ne is defined as the size of an ideal population (Fisher

1930; Wright 1931) that has the same rate of change of

allele frequencies or heterozygosity as the observed pop-

ulation. We consider the two most used concepts of Ne:

variance NeV and inbreeding NeI (Box 1, Table 2; Schwartz

et al. 1999; Leberg 2005). NeV equals NeI for a single

isolated population of constant size. Many publications do

not mention this or make the distinction between the two

quantities.

Ne estimators can be difficult to compare because dif-

ferent Ne concepts and estimators refer to different time

frames and spatial scales (Schwartz et al. 1998). Three time

frames include the contemporary (recent) time frame

including the past one-to-few generations, the historical

time frame including the past tens-to-thousands of gener-

ations, and the ancient time frame including thousands or

millions of generations in the past (Wang 2005). We dis-

cuss mainly the contemporary time frame, for which Ne

estimation is generally most feasible and reliable (Box 1).

The spatial scales of Ne, global versus local, are

important to consider because they can influence interpre-

tation of N̂e and the assessment of population viability.

Global Ne becomes important when considering long-term

viability, and the maintenance of genetic variation and

adaptive potential. Local (contemporary) Ne is generally

Box 1. Kinds of Ne estimators and concepts

Effective population size is whatever must be substituted in the
formula (1/2N) to describe the actual loss in heterozygosity

Sewall Wright (1969)

Contemporary Ne can be estimated using demographic (direct)

methods (Caballero 1994) or genetic (indirect) methods (Table 2).

Demographic estimators often overestimate the true Ne because

demographic estimators seldom include all the factors, such as

variance in reproductive success, which can reduce Ne compared to

the NC (but see Saura et al. 2008 for an exception)

Ne estimates can be difficult to compare because they have been

applied to many different measures of genetic change (Crow and

Denniston 1988). For example, the inbreeding Ne (NeI) is concerned

with the loss of heterozygosity. The variance Ne (NeV) is concerned

with change in allele frequencies through time. Other forms of Ne

exist (Ewens 1982; Crow and Denniston 1988; Wakeley and

Sargsyan 2009). NeV and NeI are most widely used, well evaluated,

and most useful estimators in conservation and management

NeV is generally more sensitive for early detection of population

declines or bottlenecks because NeV generally declines rapidly

during bottlenecks whereas NeI does not change until inbreeding

accumulates following increased mating between relatives, which

occurs only a generation after a decline (Allendorf and Luikart

2007, p.159). NeV is determined primarily by the number of

offspring, which are few in number in declining populations,

whereas NeI is influenced more by the number of parents. For

example, a population that declines from infinity to 2 individuals

will have a NeV near 2, but NeI remains near infinity for one

generation. It can be difficult to understand the practical

consequences of the NeV vs NeI distinction because they can refer to

different time periods depending on if parents and/or offspring are

sampled and which Ne estimator is used (see Waples 2005)

The coalescent effective size (NeC) concept considers, in theory, all

aspects of genetic change, whereas other forms of Ne (NeV and NeI)

include only a single measure of the rate of genetic drift (variance in

allele frequencies) or inbreeding (heterozygosity) (Wakeley and

Sargsyan 2009). The coalescent Ne might sometimes be preferable

because the coalescent holds for a surprisingly wide range of

population models including the Wright-Fisher models. The

coalescent Ne concept could be helpful, for example, when

considering the gametic disequilibrium Ne, i.e., LD-Ne, (Hill 1981;

Waples and Do in press) which might contain information on both

genetic drift and inbreeding due to few parents. Interestingly,

coalescent-based Ne estimators apparently perform well in small

populations (e.g. Ne \ 50; Berthier et al. 2002; Tallmon et al. 2004;

Anderson 2005) even though the assumption of only one coalescent

event per generation is likely violated in small populations

Finally, it is worth mentioning the difficulty in long-term Ne

estimation (Schwartz et al. 1999; Wang 2005; Charlesworth 2009).

The difficulty is exemplified by Ovenden et al. (2007) who

estimated that long-term Ne was 10 fold higher than the

contemporary Ne in tiger prawns (Penaeus esculentus) from Morton

Bay, Australia. The authors suggest it would be tempting to

conclude there has been a recent reduction in Ne, but are quick to

point out that the difference between the two N̂e’s (historical and

contemporary) could result from assuming a mutation rate of 10-3

rather than 10-4; the lower mutation rate would require a higher Ne

to yield the same heterozygosity. The authors estimated

contemporary Ne using standard temporal methods (Waples 1989),

and the long-term Ne using heterozygosity assuming mutation-drift

equilibrium, closed population (over thousands of years), and the

infinite alleles model of mutation
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more important than global Ne in the short term for

avoiding inbreeding depression and immediate threats to

population persistence. Local Ne will approach the global

Ne of a species or metapopulation as gene flow (migration)

increases among local subpopulations. Interestingly, some

estimators of local Ne are relatively insensitive to gene flow

(England et al. in review); this could lead researchers to

conclude that the long-term local population viability is

low, which is not necessarily true if gene flow continues to

maintain high heterozygosity and a large global Ne along

with the possibility of genetic rescue. Local Ne is more

likely to be confounded with global Ne when using long-

term historical Ne estimators because the assumption of no

immigration is more likely to be violated over the long-

term than the short-term.

One-sample estimators

The most widely used and well evaluated single-sample

estimator of contemporary Ne is the linkage disequilibrium

(LD) method (Hill 1981), which is usually considered an

estimator of NeI. The LD method is less widely used than

the temporal method (two-sample methods below; Palstra

and Ruzzante 2008), which seems surprising because LD

methods require only one sample of individuals. However,

the LD method for non-overlapping generations suffered

from a severe bias until recently (England et al. 2006;

Waples 2006), its performance is less well evaluated, and it

has not yet been extended for use in species with over-

lapping generations. Further, LD methods were developed

later (Hill 1981) than temporal methods (Krimbas and

Tsakas 1971), and Hill (1981) concluded they were of little

practical use because the noise from sampling error was

large relative to the LD signal (Waples 1991). Fortunately,

the severe bias for non-overlapping generations has been

largely corrected (Waples 2006), and the bias and precision

are being quantified for a wide range of population and

sampling scenarios with non-overlapping generations

(Waples and Do 2008; Waples and Do in press; England

et al. in review).

The principle of the LD method is that as Ne decreases,

genetic drift with few parents generates nonrandom asso-

ciations among alleles at different loci, i.e., gametic dis-

equilibrium or linkage disequilbrium (LD) (Hill 1981;

Waples 1991). Thus, LD can be used to estimate Ne.

Unlinked loci are usually used, but linked loci can provide

increased precision if recombination rates are known, and

could provide information on historical Ne if recombination

rates are low for a set of loci (Wang 2005). Even for

unlinked loci, LD can require several generations to decay,

thus LD-Ne could contain information on the effective size

from one or a few generations in the past. For example, in a

declining population, LD-Ne could be biased-high for 1–2

generation reflecting the large Ne 1–2 generation ago (e.g.

Waples 2005, 2006; England et al. in review).

Assumptions of LD-Ne are similar to the temporal method

(Tables 3, 4), and require that the source of LD is from small

Ne. LD-Ne assumes random mating, although an estimator

exists for monogamous mating (Waples and Do 2008).

Random selfing apparently does not bias LD-Ne (Weir and

Hill 1980). Robustness of LD-Ne to violation of assumptions

is little explored. LD-Ne estimates are susceptible to bias

because numerous processes other than small Ne can gen-

erate LD including substructure, immigration or admixture,

extensive close inbreeding, and overlapping generations.

Another problem related to overlapping generations is

how to interpret estimates from LD-Ne for cohorts in terms

of Ne per generation. If we sample a single cohort, then we

can compute Nb (number of parents or breeding adults)

from 1 year using LD-Ne. If we sample multiple cohorts,

then we will be estimating something between Nb and Ne.

Thus, our estimate of Ne from LD-Ne could be smaller than

Ne per generation because you only sampled progeny of a

fraction of the parents in the generation.

Precise estimates of Ne can be obtained with non-over-

lapping generations by using 10–20 microsatellite loci (5–10

alleles/locus) and samples of at least 25–50 individuals, if the

effective population size is less than approximately 500

(Waples and Do in press). This performance is better than the

standard temporal method that, given the same number of

loci and individuals, is generally reliable for Ne up to *200

Table 2 Types of Ne estimators including demographic and genetic methods, and contemporary versus long-term Ne. Bottleneck tests do not

estimate Ne but rather provide evidence of a recent change in Ne

Demographic methods Genetic methods

Sex ratio bias Long-term Ne

(global)

Contemporary Ne(local) Recent Changes of Ne

Fluctuating population size H-level at mutation

drift equilibrium

Temporalvariance (F) 2- sample;

or 1-sample ‘LD’ methods

Bottleneck tests e.g. 1-sample test

for a deficit of rare allelesVariance in family size

Simulations using mating system and vital rate data

(age-specific survival & birth rates, etc.)
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(Berthier et al. 2002; Tallmon et al. 2004; Anderson 2005) if

only a few generations of drift occur between temporal

samples. It is extremely difficult to distinguish between Ne’s

of moderate and large size (e.g. 500 and 1000 or 5000) using

any Ne estimator because the genetic signal is weak com-

pared to sampling noise (Waples and Do in press).

Precision for estimates of Ne can be improved by

roughly the same amount by sampling more individuals or

by sampling more microsatellite loci (Waples 1989; Tall-

mon et al. 2004; Waples and Do in press; England et al. in

review). However, precision can often be improved more

by doubling the number of individuals versus doubling the

number of loci, especially for loci with few alleles such as

SNPs (T. Antao, G. Luikart, unpublished manuscript).

Interestingly, 180 SNP loci provide roughly the same

precision as 20 microsatellite loci with 10 alleles each

(Waples and Do in press). Many species soon will have

hundreds of SNPs available thanks to declining costs of

SNP discovery and genotyping, and availability of com-

mercial genotyping services (Perkel 2008). Precision

increases rapidly with the square of the number of loci (or

alleles), which suggests a bright future for LD-Ne estima-

tion (Waples 1991; Waples and Do in press) considering

increasing availability of numerous DNA markers.

Other single-sample estimators include the heterozygote

excess method (Pudovkin et al. 1996; Luikart and Cornuet

1999; Balloux 2004), the coancestry method of Nomura

(2008), Wang’s sibship method (2009), Tallmon et al.’s

multiple summary statistic method (ONeSAMP, Tallmon

et al. 2008), and a rarefaction method (Hedgcock et al.

2007) (Table 3). The heterozygote excess method has poor

precision and will be seldom useful unless Ne is less than

*30 (Zhdanova and Pudovkin 2008). ONeSAMP has the

greatest potential to provide improved accuracy and pre-

cision because it uses multiple summary statistics and thus

more information from the data; however, it has not been

thoroughly evaluated and is currently limited to use with

microsatellite loci. Limited indirect comparisons (Waples

and Do in press) suggest that Wang’s sibship method has

comparable performance to LD-Ne.

Two-sample Ne estimators

The most widely used and well evaluated estimators of Ne

are those based on two samples and temporal change in

allele frequencies (Krimbas and Tsakas 1971, Waples

1989; Luikart et al. 1999; Wang 2001; Tallmon et al. 2004;

Jorde and Ryman 2007; Palstra and Ruzzante 2008). The

temporal method (Waples 1989) requires population sam-

ples taken from two or more time points. The principle of

the method is that the magnitude of allele frequency

change between generations will increase as Ne decreases

following a curvilinear relationship.T
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Table 4 Assumptions common to many Ne estimators, and approaches to avoid violating assumptions

Assumption Likelihood & consequences of violating assumptions, and ways to avoid violations

Population is sampled at random Likely often violated, e.g. family groups over-represented; consequences poorly understood; family over-

representation could bias-low LD-N̂e and temporal N̂e. Tests for cryptic family or spatial structure

should be conducted prior to Ne estimation (e.g. Hardy–Weinberg tests, clustering as in Pritchard et al.

2000).

Loci are sampled at random Often violated, e.g. by choosing highly polymorphic loci; Unlikely to bias contemporary N̂e; likely biases

long-term N̂e based on equilibrium heterozygosity.

Unlinked, statistically independent

markers

Not violated for most loci in most studies. Future studies with 100 s of loci might violate this assumption.

Strongly linked loci should not be used unless linkage is accounted for (Hill 1981). Tests for

nonindependence should be conducted. Non-independent loci should be excluded, except for LD-N̂e

which uses inter-locus associations to estimate Ne.

No subdivision of population Likely occasionally or often violated. Could generate gametic disequilibrium and thereby bias LD-N̂e.

Could bias-low temporal N̂e if temporal allele frequency change results from sampling different

proportions of each subpopulation each time period. Test for clusters, substructure & Wahlund effects

before estimating Ne (e.g. H–W tests or clustering as in Pritchard et al. 2000).

No immigration Relaxed in temporal method of Wang and Whitlock (2003). Researchers could test for immigrants with

assignment tests and remove immigrants before estimating Ne; LD-N̂e and temporal N̂e appear

insensitive to limited immigration (m \ 0.10) in fragmenting populations although estimates increase

with immigration (m) (England et al. in review; G.L., unpublished data).

No mutation Not violated for most loci in most contemporary Ne estimates unless mutation rate extremely high. Likely

often violated for long-term Ne estimates because a mutation model and rate must be estimated

(assumed).

No selection Seldom severely violated as most loci are effectively neutral; Allozymes and SNPs in genes are less

likely neutral than most microsatellites; tests for neutrality and outlier loci (e.g. Luikart et al. 2003,

Worley et al. 2006) should be conducted before estimating Ne. Alternatively, Ne could be estimated

jointly with selection (Bollback et al. 2008).

No overlapping generations and

no age structure

Relaxed in the modified temporal methods of Jorde and Ryman (1995) and Waples (1990). Standard

temporal method is biased high or low depending on the population’s demographic characteristics

(Jorde and Ryman 1995, 1996; Waples and Yokota 2007) but potentially less biased with several

generations between temporal samples; LD-N̂e likely biased (e.g. by gametic disequilibrium generated

by overlapping generations). The modified approach by Jorde and Ryman (1995) provides unbiased

estimates.

Stable population size Often violated but bias-effects are poorly understood. Possibly detectable with bottleneck tests (Piry et al.

1999) and by comparing Nev and NeI estimates. Relaxed in recently developed estimators for the

temporal method (Beaumont 2003) and coalescent methods (BEAST Drummond and Rambaut 2007).

All individuals sampled are from

one or consecutive cohorts

Allows estimation of Nb (number of breeding parents) for a cohort via gametic disequilibrium methods.

Jorde and Ryman (1995) method requires individuals from consecutive cohorts.

Fig. 2 Effective population size estimates from four standard tem-

poral methods applied to microsatellite data from grizzly bears in

Yellowstone National Park (Miller and Waits 2003) for three time

intervals. The higher estimates from 1910s to 1990s could be biased

due to fixation of alleles, which no longer drift once fixed and thereby

cause underestimation of drift and overestimation of the Ne. The

dotted horizontal line represents the possible true (unbiased) Ne if the

estimators are biased high by *50% as suggested possible in Waples

and Yokota (2007).

Conserv Genet (2010) 11:355–373 365

123



The assumption of the temporal method that is most

often violated is probably that of non-overlapping genera-

tions and lack of age structure (Table 4). Most natural

populations of management concern have overlapping

generations. Unfortunately, the standard temporal method

can be severely biased when applied to species with

overlapping generations (Fig. 3; Jorde and Ryman 1995,

1996; Palm et al. 2003; Waples and Yokota 2007).

Bias caused by overlapping generations is complex,

difficult to predict, and depends on the species-specific

survivorship pattern (the life table), the age classes sampled,

and the sampling interval. For example, when simulating

the amount of bias caused by ignoring the effect of over-

lapping generations in each of three model species, Waples

and Yokota (2007) observed Ne estimates that were 50%

high in the long-lived model species with low fecundity and

a Type 1 survivorship curve, e.g. a large mammal (Box 2,

Fig. 2). Similarly, they observed 50% low estimates in each

of the two model species with moderate to high fecundity

and Type 2 or Type 3 survivorship such as in some birds or

highly fecund barnacles, fish, or trees. Further, bias is typ-

ically larger for samples from only one age class, e.g. when

newborns are sampled at both occasions, and bias is smaller

for large sampling intervals than for short ones (Jorde and

Ryman 1995, 2007; Waples and Yokota 2007).

Box 2. Problems caused by biased N̂e

The most severe bias problem for conservation management would be

if the true Ne was lower than the estimated N̂e. Overestimation of Ne

could give a false sense of security, delay management action, lead

to excessive loss of genetic variation, and perhaps extinction. A

possible example comes from Yellowstone grizzly bears (Ursus
arctos horriblus) for which the Ne could have been less than fifty

(Ne \ 50) even though standard temporal N̂e estimators suggested

the true Ne was *80 (Fig. 2; Miller and Waits 2003), because the

temporal method can be biased high by 50% (Waples and Yokota

2007). Such a bias could cause managers to delay management

actions (e.g. translocations). Fortunately, for this example, the bias

was probably less than 50% because samples were separated by

several generations (1960s-1990s is approximately 3 bear

generations), which apparently can reduce bias (Waples and Yokota

2007). In addition, the population is now much larger (Haroldson

et al. in press)

Another common source of bias of the temporal method

relates to the F statistic used for quantifying the amount of

allele frequency change between sampling events (e.g.

Waples 1989; Jorde and Ryman 2007; Waples and Yokota

2007). The traditional statistics are Fc (Nei and Tajima

1981) and Fk (Pollak 1983); they both produce biased

estimates of Ne when sample sizes are small or allele fre-

quencies are close to zero or one. Most studies employing

the temporal method have used these traditional measures,

and it is not until recently that an unbiased measure of the

amount of drift and effective size, the so-called Fs measure,

has been derived (Jorde and Ryman 2007).

Violation of the assumption of no immigration could

bias-low Ne estimates if immigrants come from a popula-

tion with divergent allele frequencies. Immigration from

genetically similar populations is likely to bias-high the Ne

estimate because local allele frequencies will change less

rapidly as immigration will tend to maintain relatively

constant allele frequencies; For example, immigration

could bias-high Ne estimates in a local subpopulation of a

large fragmenting population.

Precision of temporal methods is poor and generally

more limiting than accuracy (bias) except when Ne is small,

e.g. Ne \ 50, such that the drift signal is strong, unless

many individuals (50–100) and loci (15–30 microsatellites)

are sampled. Precision can be improved roughly equally by

increasing the sampling of more alleles, individuals, or

generations separating samples (Waples 1989). However,

likelihood methods often benefit most by sampling more

individuals (Tallmon et al. 2004). Among the numerous

standard temporal Ne estimators (Table 3), the likelihood

based estimators are often considered less biased and more

precise (Wang 2001; Berthier et al. 2002; Beaumont 2003;

Anderson 2005; but see Jorde and Ryman 2007, p. 935).

Two variations of the standard temporal method allow

for estimation of Ne with overlapping generations. The

most general model is from Jorde and Ryman (1995), who

showed that temporal change in allele frequencies depends

not only on Ne but also on age structure and age-specific

birth and survival rates (Fig. 3). In combination with the FS

Year

0.6

0.5

0.4

0.6

0.5

0.4

0.3

300 305 310

A
lle

le
 f

re
qu

en
cy

 1
2
3
total

Population I

Population II

Age class:

Fig. 3 Temporal allele frequency change over 10 years for separate

age classes and for the total population in each of two simulated

populations (I and II) with overlapping generations. Populations have

different age-specific reproduction rates but have the same effective

size (Ne = 200), total (census) sizes (NC = 300), and generation

interval (G = 2 years). In population I, the reproduction is evenly

distributed over age-classes, whereas in II the 2-year old individuals

dominate reproduction. In both cases the simulation was started in year

0 with identical allele frequencies (0.5) in all age-classes. In spite of

their similar Nes, the two populations display different temporal allele

frequency change, within age classes as well as for the total

population. The pattern of annual shifts, particularly obvious for

population II, is introduced because each age-class is similar not to the

age-class in the previous year, but to the age-class to which most of the

breeders of the previous year belonged, and those breeders were young

several years previously. Modified from Jorde and Ryman 1995
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estimator for quantifying the amount of genetic drift (Jorde

and Ryman 2007), this method provides unbiased Ne esti-

mates if age-specific survival and birth rates are available.

The precision appears reasonable when using 10–20 mi-

crosatelites and samples of 50–100 individuals if Ne \ 50–

100 (Jorde and Ryman 1995; Waples and Yokota 2007).

Waples (1990, 2002) developed a second modified tem-

poral approach for species with a semelparous life history

as in many Pacific salmon.

Other potentially useful temporal estimators of con-

temporary Ne are listed in Table 3. More research is needed

to evaluate their bias, precision, and reliability in relation

to the standard temporal method and to the temporal

method for overlapping generations.

Examples

The feasibility of estimating contemporary Ne for an

abundant and highly fecund invertebrate species was illus-

trated using simulations and empirical data from the tiger

prawn (Ovenden et al. 2007), mentioned above. The authors

genotyped eight microsatellite loci (130 independent

alleles) and sampled approximately 500–600 individuals

per year from 2001 to 2003 in Morton Bay, Australia. The

population is relatively isolated and has largely non-over-

lapping generations. The moments based standard temporal

method gave N̂e estimates of 797 (95%CI: 366–4,182) for

2001–2002, and 1,304 (393–4,960) for 2002–2003; likeli-

hood based temporal estimates were slightly higher. Sim-

ulation studies agreed with empirical results that these

sampling conditions should give non-infinite upper confi-

dence limits, but suggested that N̂e might overestimate the

true size (Ovenden et al. 2007). LD-N̂e estimates were

biased high in simulated and real data; however the authors

did not use the recently improved (less biased) LD-Ne

estimator (Waples and Do 2008).

The effects of a supplementation program on Ne were

recently investigated in Chinook salmon, Oncorhynchus

tshawytscha (Eldridge and Killebrew 2008). The authors

estimated NeI from demographic data and NeV from genetic

data using 14 microsatellites and the temporal method

modified for overlapping generations and semelparous

species (Waples 1990). The NeI and NeV estimates were

different in some years but both declined from around

1,000 to near 500 (1974–1999) and were apparently simi-

larly informative about the decline in Ne; similar results

were reported in a related but independent study by Hed-

rick et al. (2000). The Ne/NC ratio decreased following

supplementation, due to differences in the sex ratio in the

broodstock of the supplementation program. The authors

suggested it was difficult to draw conclusions because of

assumptions associated with the estimators. Nonetheless,

this example illustrates the potential usefulness of Ne

estimation and monitoring to detect declines in natural

populations.

Effects on Ne of life history (trout versus salmon) and

the performance of Ne estimators were investigated by

Fraser et al. (2007). Ne estimates were higher but more

variable within salmon populations than within trout pop-

ulations as expected from salmon having larger and more

variable population sizes. Linkage disequilibrium data

yielded Ne estimates of similar magnitude as temporal

methods in both systems. The authors emphasize the

importance of temporal sampling replication and the need

to consider effects of violating assumptions of contempo-

rary Ne estimators in future research.

Comparison of Ne estimators & bottleneck tests

The LD-Ne estimator is more powerful than the temporal

method for early detection of a bottleneck or fragmenta-

tion. For example, if we sample only two generations after

a bottleneck to size Ne = 100, the power of LD-Ne is 0.80

versus only *0.60 for the temporal method when using

reasonable numbers of loci and individuals (Fig. 4;

T. Antao, G. Luikart, unpublished manuscript). This higher

power of LD-Ne, compared to the temporal method makes

the LD-Ne, method promising for detecting population

declines.

Fig. 4 Power of the linkage disequilibrium Ne estimator (NeLD)

compared to the standard temporal method (NeF), for detecting a

population decline to Ne = 100 after 1-to-10 generations. The decline

was an instantaneous drop from Ne = 600. Simulations were

conducted using ideal populations, and thus Ne & NC. The temporal

method gives an Ne estimate using two samples of 50 individuals (one

pre-decline sample, and one post-decline sample at generation 1, or 2,

or 3, etc.) and 20 loci with approximately 8 alleles per locus. The

LDNe method used only one post-decline sample. Power is defined as

the proportion of 1,200 independent simulations where the point

estimate of Ne is less than 80% of the pre-decline size

(0.80*600 = 480). From Antao, G. Luikart unpublished manuscript
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One-sample Ne estimators can be used to detect a pop-

ulation decline if applied to two temporally-spaced sam-

ples, for example, if the second Ne estimate is lower than

the first Ne estimate. Bottleneck tests based on allele fre-

quency distributions differ from Ne estimation in that no

point estimate of Ne is obtained from a bottleneck test

(Table 2). The LD-Ne estimator has power similar to a

bottleneck test (Cornuet and Luikart 1996) for heterozy-

gosity excess (G. Luikart, unpublished data). Future

research is needed to compare the sensitivity of bottleneck

tests and Ne estimators for monitoring to detect population

declines.

Future developments in Ne estimation

A novel advance in Ne estimation would involve detecting

locus-specific selection while jointly estimating Ne. Soon,

hundreds of loci will be used to estimate Ne. Consequently

selection might increasingly influence certain loci and

subsequently cause biased N̂e by violating assumptions of

neutrality (Table 4). New temporal Ne methods can esti-

mate N̂e and detect selection at individual loci (Bollback

et al. 2008). An exciting benefit of this approach could be

in advancing understanding the relative role of drift and

selection in populations (e.g. Simões et al. 2009).

Another relatively novel application would be the use of

Ne estimators to identify ecological factors that influence

Ne, for example by testing for associations between Ne and

environmental change or stress. Also new would be the use

of different sets of linked loci with different recombination

rates, which could allow approximate dating of past bot-

tlenecks by using independent sets of tightly linked and

loosely linked loci (Wang 2005).

Great potential for improving Ne estimators comes from

Approximate Bayesian Computation (ABC). ABC is

employed to estimate the Ne by using ‘‘summary statistic

matching’’ between simulated populations and the study

population of interest (Cornuet et al. 2008). The use of

simulated populations allows simulation-modeling of

realistic demography, age structure, and sampling, which

can provide parameter estimates that are less biased than

methods that do not explicitly consider demography, age

structure, and sampling (Tallmon et al. 2004, 2008). ABC

also facilitates the use of prior information such as N̂C, and

the combining of multiple summary statistics (e.g. LD,

temporal F statistics, heterozygote excess etc.), which can

increase accuracy and precision by using more information

from the data. Bayesian approaches using MCMC algo-

rithms are promising because they use all the information

in the raw data, not just summary statistics; However, they

tend to be excessively computationally intensive, which

makes performance evaluation difficult because a single Ne

estimate for a simulated scenario could take days (but see

Anderson 2005).

Perhaps the greatest overall advancement in estimating

Ne will come from combining the genotyping of hundreds

or thousands of loci with new computational approaches

(e.g. ABC). For example, distinguishing between a mod-

erate and large Ne is currently impossible because the

signal from genetic drift is weak relatively noise from

sampling only 20–30 microsatellites and 50–100 individ-

uals. Genotyping many loci combined with new compu-

tational methods could allow researchers to resolve

between an Ne of 500 and 1000 or 5000, which is currently

challenging or impossible. In addition, genotyping linked

loci can provide increased precision if recombination rates

are known.

Future research is needed to facilitate Ne estimation in

populations with overlapping generations and age structure.

We suggest that investigators and reviewers acknowledge

that treating overlapping generations as if they were discrete

introduces a bias that might be substantial. Papers ignoring

the difference should not be accepted unless the authors can

argue convincingly that the effect is expected to be minor.

When generations overlap, individuals generally should be

aged and referred to appropriate cohorts. The ABC

approach may be valuable here because there is yet no

theory for how to deal with cohorts that are not consecutive

in the temporal method (which is the basis for the method of

Jorde and Ryman 1995). PCR-based estimates of an indi-

vidual’s age (Criscuolo et al. 2009) could improve our

ability to obtain cohort information to estimate Ne nonin-

vasively in age structured populations.

Future research is needed to develop estimators that

account for migration under a range of metapopulation

models. The estimator of Wang and Whitlock (2003) is a

good example of what is needed, because it estimates Ne

and m jointly and thus allows for migration. However, this

estimator is limited to a specific scenario with continent-

island migration at equilibrium, and thus is not a general

method to account for migration when estimating temporal

Ne. Estimators and evaluations are needed for a range of

metapopulaton models including the stepping stone, island,

and isolation by distance models, along with models

including non-equilibrium scenarios such as population

fragmentation, and both symmetrical and asymmetrical

gene flow. Highly valuable future advances will deal with

the effects of gene flow to allow estimation of local and

global Ne, as well as short-term and long-term Ne.

A key improvement in interpreting estimates of Ne lies

in conducting extensive performance evaluations using

both simulated and empirical data from populations with

known parametric Ne. Simulations could quantify effects

on N̂e of sampling strategies (Schwartz and McKelvey

2008), age structures, and immigration patterns for both
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equilibrium and non-equilibrium populations such as

fragmenting populations.

Finally, future empirical research should compute N̂e

using different Ne estimators for the same population (at

the multiple time periods), for independent populations,

and for species with different life histories. Such studies

with multiple estimators, time points, and species will

advance understanding of the performance of estimators

and increase our understanding of the true effective size in

wild populations important for conservation and

management.

Estimating the Ne/NC ratio

Knowing the approximate ratio of effective size to popu-

lation size (Ne/NC ratio) for a species might be useful for

inferring Ne from NC (or vice versa). For example, bear

biologists often estimate NC and would like to also know

Ne (e.g. Box 2). Estimating only one parameter (either Ne

or NC) to infer both could save time and money. Knowing

the Ne/NC ratio could also help determine the ecological

factors that reduce Ne below the NC (Kalinowski and

Waples 2002). For example, knowing if certain factors

(mating system, fecundity, or survivorship) always lead to

the same reduction in Ne from NC would help researchers

infer Ne from NC. Another use of understanding Ne/NC

ratios is in predicting how management actions could

increase Ne or the Ne/NC ratio to maintain genetic variation

(Cooper et al. 2009).

Inferring Ne from NC (or vice versa) would be possible if

the Ne/NC ratio remains stable over time or for certain taxa,

for example. Unfortunately, little is known about the sta-

bility of Ne/NC ratio, although studies are accumulating.

Ardren and Kapuscinski (2003) estimated NC and Ne

over 17 years for steelhead trout (Oncorhynchus mykiss)

from Washington State. Ne was estimated using the

approach of Waples (2002) that accounts for overlapping

generations and the semelparous life history of many sal-

monids. They reported that the Ne was constant (Ne = 250

or 300) while NC declined from 113 to 50 over 17 years.

This suggested the Ne/NC ratio fluctuates and one cannot be

used to infer the other in trout. It seems possible that

immigration maintained the relatively high Ne. However,

heterozygosity declined by 2.7% during the study (from

1977 to 1994), suggesting no immigration and that N̂eI

(which could be inferred from heterozygosity-loss) was

near that estimated by the temporal method (N̂eV).

Hauser et al.’s (2002) estimates of the Ne/NC ratio were

constant (1.8–2.8 9 10-5) over periods of 22–48 years in

snapper (Pagrus auratus), an exploited fish in New Zea-

land. Pray et al. (1996) calculated the Ne/NC ratio in seven

population size treatments of the red flour beetle

(Tribolium castaneum) where the NC ranged from two to

960. They found that the Ne/NC ratio decreased as census

size increased—large populations had a proportionally

smaller Ne/NC ratio than small populations. Palstra and

Ruzzante (2008) reviewed Ne estimates from 83 studies

using the temporal variance (NeV) method; they found, like

Ardren and Kapuscinski (2003) that the Ne/NC ratio gen-

erally increased as NC decreased among 28 salmonid

populations. Similarly, Ficetola et al. (2009) recently

showed that in frogs the Ne/NC ratio increased as NC

decreased due to decreased variance in male reproductive

success (polygamy) at low NC.

The Ne/NC ratio is more likely to be predictable in

species with low fecundity and low variance in reproduc-

tive success than in species with high variance in repro-

ductive success. For example, in brown bears, the Ne/NC

ratio has been estimated from 0.20 to 0.38 when using a

range of variance in reproductive success in simulation

models (Harris and Allendorf 1989), and when using the

temporal method and microsatellite data (Miller and Waits

2003). Male and female variance in reproductive success

might be relatively low in bears, thus the Ne/NC ratio is

unlikely to fluctuate extensively, although it could con-

ceivably drop to say Ne/NC = 0.10 if male or female var-

iance in reproductive success were high, e.g. due to

repeated reproductive failure of some individuals, for

example. Ungulates could have higher variance in repro-

ductive success because one male can potentially mate with

many females, for example; thus Ne and the Ne/NC ratio

could fluctuate more through time than in bears. Marine

fish, trees, and invertebrates have very high fecundity and

variance in reproductive success such that Ne/NC ratios can

fluctuate enormously, and Ne cannot be estimated from NC

reliably.

While we can potentially infer Ne from NC in species

with a certain life history (low variance in reproductive

success), it seems risky to quantitatively infer Ne from NC

(and vice versa), because cryptic reductions in Ne can occur

without reductions in NC; More empirical and simulation

research is needed to understand the change in the Ne/NC

ratio (in stable and fluctuating populations), and to facili-

tate reliable inference of one from the other.

Reductions in Ne can occur even when census popula-

tion sizes remain large if variance in reproductive success

increases, for example. The only way to detect such

‘cryptic’ genetic bottlenecks of exploited populations is

empirical observation of genetic variation over time.

Genetic monitoring programs can provide a powerful

means to detect loss of genetic variation if enough marker

loci are used (Luikart et al. 1998; Schwartz et al. 2007).

Fortunately, both Ne and NC often can be estimated from

the same molecular genetic data. This is encouraging

because it suggests we will soon accumulate more
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knowledge about Ne/NC ratios (and their stability) in nat-

ural populations. One way to approach this problem would

be to sample populations regularly (annually) using a

robust design approach to obtain estimates of Ne and NC, in

addition to survival estimates. It may also be beneficial to

combine open NC models, which provide recruitment and

survival estimates, with two sample Ne estimators.

Future research is badly needed to improve our ability to

predict Ne from NC and vice versa. Both empirical studies

and simulation studies with detailed life histories (age and

sex specific birth and death rates) are needed from many

taxa to address the following questions: (1) which taxa

have a relatively stable Ne/NC ratio? (2) what life history

and environmental factors causes the ratio to fluctuate or

change? (3) how can we design studies to estimate both Ne

and NC from the same data (e.g. noninvasive sampling).

Summary and conclusions

Estimates of NC and Ne using one- and two-sample meth-

ods often can be obtained from the same samples of loci

and individuals, e.g. 50–100 individuals and 10–20 loci.

Future research should more often include estimates of

both Ne and NC, and thus the Ne/NC ratio. The Ne/NC ratio

could vary within and among populations, and apparently

increases as NC decreases in salmonids and frogs. More

empirical and simulation research is needed to determine if

fluctuations are small enough in certain taxa, e.g. large

carnivores, to allow inference of Ne from NC (and vice

versa).

NC estimators are becoming increasingly sophisticated

and widely used thanks largely to noninvasive DNA sam-

pling. The availability of many models (open, closed, and

occupancy), frameworks for model-testing, and perfor-

mance evaluations using simulated and empirical datasets

has greatly improved our ability to estimate NC. More

evaluations would help understand the sampling effort

required to account for capture heterogeneity and achieve

high capture probability, the two most crucial aspects in NC

estimation. The following quote from Guschanski et al.

(2009) suggests that DNA-based NC estimation will con-

tinue to expand: ‘‘Newly improved molecular methods

allow fast, efficient, and relatively affordable genotyping,

suggesting that genetic censusing\abundance estimation[
can be widely applied to provide accurate and reliable

population size estimates for a wide variety of species.’’

Ne estimators have greatly improved in the past few

years. For example, there is now an unbiased estimator for

the temporal method. Similarly, the LD-Ne estimator now

gives relatively unbiased point estimates and narrower

confidence intervals from a single sample than the standard

temporal method using two samples. Nonetheless, future

development and performance evaluations are needed

because many methods including LD-Ne cannot be applied

to populations with overlapping generations, age structure,

or immigration. With 100 s of markers and efficient

approximate Bayesian methods, it could soon become

possible to jointly estimate, Ne, m, and detect selection, as

well as conduct thorough performance evaluations use

computer simulations.

The rapid increase in availability of DNA data and new

statistical approaches is exciting and ensures that knowl-

edge of Ne, NC, and Ne/NC ratios will greatly accelerate in

the next years. Our ability to estimate population size

parameters has vastly improved over the past decade, and

will continue to improve in the future given rapid advances

in genomic and computational technologies (Hauser and

Seeb 2008; Haussler et al. 2009). As more organizations

look to genetic data for monitoring natural populations

(Schwartz et al. 2007) it becomes important understand the

relative power and reliability of both NC and Ne in

detecting population declines. It is an exciting time to be a

conservation geneticist.
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