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ABSTRACT

A new snow scheme for the European Centre for Medium-Range Weather Forecasts (ECMWF) land

surface model has been tested and validated. The scheme includes a new parameterization of snow density,

incorporating a liquid water reservoir, and revised formulations for the subgrid snow cover fraction and snow

albedo. Offline validation (covering a wide range of spatial and temporal scales) includes simulations for

several observation sites from the Snow Models Intercomparison Project-2 (SnowMIP2) and global simu-

lations driven by the meteorological forcing from the Global Soil Wetness Project-2 (GSWP2) and by

ECMWF Re-Analysis ERA-Interim. The new scheme reduces the end of season ablation biases from 10 to

2 days in open areas and from 21 to 13 days in forest areas. Global GSWP2 results are compared against basin-

scale runoff and terrestrial water storage. The new snow density parameterization increases the snow thermal

insulation, reducing soil freezing and leading to an improved hydrological cycle. Simulated snow cover

fraction is compared against NOAA/National Environmental Satellite, Data, and Information Service

(NESDIS) with a reduction of the negative bias of snow-covered area of the original snow scheme. The

original snow scheme had a systematic negative bias in surface albedo when compared against Moderate

Resolution Imaging Spectroradiometer (MODIS) remote sensing data. The new scheme reduces the albedo

bias, consequently reducing the spatial- and time-averaged surface net shortwave radiation bias by 5.2 W m22

in 14% of the Northern Hemisphere land. The new snow scheme described in this paper was introduced in the

ECMWF operational forecast system in September 2009 (cycle 35R3).

1. Introduction

The extent and variability of snow cover are important

parameters in weather and climate prediction systems

because of their effects on energy and water balances,

justifying a strong dependency of surface temperature on

the presence or absence of snow cover (Armstrong and

Brun 2008). Eurasian snow cover has been linked with the

variability of the Indian summer monsoon (Douville and

Royer 1996; Liu and Yanai 2002; Robock et al. 2003) and

with significant changes in the hemispheric circulation

(Cohen et al. 2007; Gong et al. 2007; Fletcher et al. 2009).

Snow cover also acts as a water reservoir, which is released

by snowmelt in spring, influencing runoff, soil moisture,

evaporation, and thus precipitation and the entire hydro-

logical cycle (e.g., Douville et al. 2002; Groisman et al.

2004). Therefore, an accurate simulation of snow processes

is essential for many applications ranging from hydrologi-

cal forecast to numerical weather prediction (NWP), sea-

sonal forecast, and climate modeling. Observed climate

change during the twentieth century, particularly visible

in the Northern Hemisphere surface warming in spring,

has been significantly enhanced by the associated de-

pletion of snow cover (Groisman et al. 1994a).

The presence of snow modulates the exchanges be-

tween the atmosphere and the surface. When compared

with other natural surfaces, snow is remarkable in three

different ways: an anomalously high albedo, an anoma-

lously low thermal conductivity, and the ability to change
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phase (sometimes leading to coexisting liquid and solid

water reservoirs). High surface albedo in the presence of

snow causes rapid shifts in surface reflectivity in autumn

and spring at high latitudes. Viterbo and Betts (1999)

showed that changing the albedo of boreal forest in the

presence of snow in the European Centre for Medium-

Range Weather Forecasts (ECMWF) model reduced the

model systematic cold bias at the surface at high northern

latitudes in spring. Changes in the snow cover fraction

and in its subgrid-scale variability are largely responsible

for the observed interannual variability of surface al-

bedo (Roesch and Roeckner 2006). On the other hand,

the large amount of energy required to melt ice means

that snow retards warming during the melting period.

When melting occurs but is incomplete, liquid water

may remain in the snowpack, significantly changing its

properties and allowing for later refreezing. Because of

that, the representation of a heterogeneous snowpack is

important (Rutter et al. 2008), as are the effects of in-

cident rainfall on the energy and mass balances (Bélair

et al. 2003). The thermal insulation property of snow

also has important climatic consequences. Cook et al.

(2008) evaluated the impact of snow thermal conduc-

tivity in a climate model, reporting changes in soil tem-

perature up to 20 K and in the air temperature up to 6 K

during winter, just by prescribing snow thermal con-

ductivity to its observed upper and lower limits. Grippa

et al. (2005) showed that later snowmelt dates and

thicker winter snowpacks are related to higher normal-

ized difference vegetation index (NDVI) values over a

large latitudinal band around 658N. The authors sug-

gested that this could be related to either an increased

water availability for plants after snowmelt, or thermal

insulation of the soil by snow.

The different treatment of snow processes in land

surface models (LSMs) has been demonstrated in sev-

eral offline LSM intercomparison experiments. The

Tiled ECMWF Scheme of Surface Exchanges over Land

(TESSEL) (a previous version of the model, but with the

same snow scheme) participated in the Thorne–Kalix

experiment (Nijssen et al. 2003; van den Hurk and Viterbo

2003), the Rhône Aggregation experiment (Boone et al.

2004), and the Snow Models Intercomparison Project-2

(SnowMIP2) (Essery et al. 2009; Rutter et al. 2009). Initial

results of TESSEL in SnowMIP2 revealed some model

weaknesses, such as early snowmelt in open sites and late

melting in forest sites. These results motivated the de-

velopment of the revised snow model described in the

present paper.

Snow parameterizations in LSMs used in NWP, cli-

mate modeling, and in various applications such as hy-

drological forecasting or avalanche prediction vary greatly

in complexity. Boone and Etchevers (2001) divided snow

schemes in three general categories according to their

complexity: 1) simple force-restore or single explicit snow

layer schemes (Verseghy 1991; Douville et al. 1995; Yang

et al. 1997; Slater et al. 1998); 2) detailed internal-snow-

process schemes (Anderson 1976; Brun et al. 1989; Jordan

1991); and 3) intermediate-complexity schemes based

on class 2 but using simplified versions of the physical

parameterizations (Loth et al. 1993; Lynch-Stieglitz 1994;

Sun et al. 1999; Boone and Etchevers 2001). The Hy-

drology Tiled ECMWF Scheme of Surface Exchanges

over Land (HTESSEL; Viterbo and Beljaars 1995; van

den Hurk et al. 2000; Balsamo et al. 2009) included in the

ECMWF model has a simple snow scheme, lying within

the first category, with an explicit snow layer similar to

the schemes described in Verseghy (1991) and Douville

et al. (1995).

The present work describes a revision of HTESSEL’s

snow scheme and its validation. The snow scheme re-

vision includes four main processes: 1) representation of

liquid water content as a diagnostic, following a similar

approach applied to soil phase changes by Viterbo et al.

(1999); 2) new snow density parameterization following

Anderson (1976) and Boone and Etchevers (2001);

3) revised snow cover fraction; and 4) revision of exposed

snow albedo and new forest albedo in the presence of

snow adapted from Moody et al. (2007). When com-

pared to the original snow scheme three main differ-

ences can be identified: (i) dry versus wet snow in new

scheme, (ii) simple exponential increase of snow density

against a more physically based formulation in the new

scheme, and (iii) constant forest albedo in the present of

snow against a vegetation cover type dependence based

on observations in the new scheme. The changes to the

model (section 2) were performed keeping the same level

of complexity (single explicit snow layer). This constraint

allowed a simple integration with the ECMWF Inte-

grated Forecast System (IFS) in its several applications

ranging from data assimilation for short-range weather

forecast to seasonal prediction. Offline validation cov-

ering several spatial and temporal scales considered (i)

site simulations for several observation locations from

SnowMIP2 (section 3), and (ii) global simulations driven

by the meteorological forcing from the Global Soil

Wetness Project 2 (GSWP2) (Dirmeyer et al. 1999, 2002;

Gao et al. 2004) and by ECMWF Re-Analysis (ERA)-

Interim (ERAI; Simmons et al. 2007). GSWP2 Results

are compared against basin-scale runoff and terrestrial

water storage variation (TWSV) in section 4. In section 5

ERAI simulated snow cover fraction and surface albedo

are compared with remote sensed products. Model re-

sults are presented and discussed throughout the text

and the main conclusions of the work are summarized

in section 6.
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2. Models

a. HTESSEL

HTESSEL represents vertical transfers of water and

energy using four vertical layers to represent soil tem-

perature and moisture. The model evaluates the land

surface response to the atmospheric forcing and esti-

mates the surface water and energy fluxes along with the

temporal evolution of the snowpack, soil temperature,

and moisture. At the interface between the surface and

the atmosphere, each grid box is divided into fractions

(tiles), with up to six fractions over land (bare ground,

low and high vegetation, intercepted water, shaded and

exposed snow). Each fraction has its own properties

defining separate heat and water fluxes used in the energy-

balance equation solved for the tile skin temperature.

The snow scheme in HTESSEL is an energy- and mass-

balance model that represents an additional layer on

top of the upper soil layer, with independent prognostic

thermal and mass contents. The formulation of the snow

mass [or snow water equivalent (SWE)] and energy bud-

gets in HTESSEL are described in the appendix along

with the snow density and albedo parameterizations.

b. Revised snow scheme

1) SNOW LIQUID WATER CONTENT

The HTESSEL snow scheme does not account for

snow liquid water (SLW) in the snowpack (see appen-

dix). A proper consideration of the SLW requires sev-

eral modifications: (i) the thermal effects related to the

latent heat of fusion (Tribbeck et al. 2006), (ii) changes

in the snow runoff [following Rutter et al. (2008), as

opposed to the current scheme in which melted snow

leaves the snowpack immediately], and (iii) interception

of rainfall by the snowpack [as in Bélair et al. (2003)

correcting for the rainfall bypass of the snowpack in the

current scheme].

The snow energy budget [Eq. (A4)] in the presence of

SLW changes can be written as
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where (rC)sn is the snow volumetric heat capacity

(J m23 K21); Dsn is the snowpack depth (m); Tsn is the

snow temperature (K); and the energy fluxes RN
sn, Hsn,

and GB
sn are the net radiation (shortwave and longwave),

sensible heat flux, and basal heat flux (W m22), respec-

tively. The mass fluxes Esn and Msn are the snow sub-

limation and melting (kg m22 s21), respectively, that

are associated with the latent heat of sublimation Ls and

fusion Lf (J kg21). The superscript INT denotes internal

phase changes, where QINT
sn is the heat change associated

with internal phase changes, and Sl is the snow liquid

water content (SLW) (kg m22). Without loss of gener-

ality, it can be assumed that for the grid squares char-

acteristic of NWP,
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where Sl
c (kg m22) is the snow liquid water capacity, S

(kg m22) is the sum of snow and water in the snowpack

(also referred as SWE along the text), and rsn is the snow

density (kg m23). The snow temperature function is

prescribed in an analytical form—following a similar

approach described by Viterbo et al. (1999) for soil phase

changes:
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where Tf is the triple-point temperature for water

(273.16 K) and d is a characteristic temperature differ-

ence, with respect to Tf, limiting the phase change re-

gime. In the numerical implementation d 5 4 K was

chosen. Snow liquid water capacity is approximated as a

function of SWE and snow density, following Anderson

(1976)
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� r

sn
)/r

sn,l
]

(4)

with the constants rl,min 5 0.03, rl,max 5 0.1 and rsn,l 5

200 kg m23. This equation is a simple parameterization

of a very complex phenomenon and has been used re-

cently in other snow schemes for NWP, for example,

Boone and Etchevers (2001).

Combining Eqs. (1) and (2) results in a modified snow

energy budget equation,
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with one extra term in the lhs of the equation, that can be

interpreted as an additional snow heat capacity—or heat

capacity barrier. In compacted snowpacks, the repre-

sentation of SLW as a diagnostic increases the snow heat

capacity by a factor of 5 (Fig. 1). This increase acts as a

heat barrier near Tf, representing the increased snow

temperature inertia due to freeze–melt events.
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This diagnostic approach for SLW also allows the rep-

resentation of rainfall interception. The new snow mass

balance reads as

›S

›t
5 F 1 c

sn
F

l
� c

sn
E

sn
� R

sn
, (6)

where F, Fl, and Rsn are the mass fluxes of snowfall, rain-

fall, and runoff (kg m22 s21), and csn is the snow cover

fraction. Rainfall is considered to reach the snowpack at

Tf, and the latent heat released by the freezing of the

intercepted rainfall, if Tsn , Tf, is also accounted in the

energy-balance solution. Runoff is defined as the rate

at which liquid water leaves the snowpack. Liquid water

is generated by melting (Msn) and by rainfall intercep-

tion (Fl). When snow liquid water content exceeds the

snow liquid water capacity [defined in Eq. (4)] runoff is

generated.

2) SNOW DENSITY

The original snow density parameterization assumed

an exponential evolution toward a maximum density

[Eq. (A6)]. In the new scheme, the rate of density change

is parameterized as
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where the first two terms represent overburden and

thermal metamorphism (Anderson 1976; Boone and

Etchevers 2001), respectively, and the last term repre-

sents the compaction related to meltwater retained in the

snowpack, adapted from Lynch-Stieglitz (1994). In the

overburden term [first term on the rhs of Eq. (7)], ssn

and hsn are the pressure of the overlaying snow (Pa) and

snow viscosity (Pa s), respectively. Melted water re-

tained in the snowpack leads to a decrease of snow depth

while keeping the SWE constant. Following the original

scheme, in snowfall conditions a weighted average is

taken between the current snow density and the density

of snowfall [see Eq. (A5)]; the updated snow density is

used in the rhs of Eq. (7). Snowfall density is changed

from a constant value, in the original scheme, to an ex-

pression from CROCUS (Brun et al. 1989, 1992) where

fresh snow density is a function of near-surface air tem-

perature and wind speed (see also Boone and Etchevers

2001). Snow density is constrained to be between 50 and

450 kg m23.

3) SNOW COVER FRACTION

Snow cover fraction in the original scheme was only

a function of SWE [see Eq. (A2)], whereas the new

formulation depends on both SWE and snow density:

c
sn

5 min 1,
S/r

sn

0.1

� �
. (8)

This new formulation, although very simple, is expected

to represent the hysteresis of snow cover between the

beginning of the cold season (low snow densities) and

the later stage of ablation (high snow densities). In the

beginning of the cold season a reduced amount of SWE

is needed to fully cover an entire grid box. During the

ablation period, the emergence of snow-free patches

reflects the need of much more SWE to have a fully

covered grid box. Figure 2 shows the different paths of

snow cover fraction as function of SWE for a low-and

high-density snowpack. The original scheme [Eq. (A2)]

lies between the two extremes of snow densities.

4) SNOW ALBEDO

Snow albedo in exposed areas evolves according to

the original scheme with an exponential or linear decay

in melting and nonmelting conditions, respectively [see

Eq. (A7)]. In the revised scheme the melting formula-

tion for albedo decay is also activated when Tsn $ Tf 2 2.

The representation of SWL as a diagnostic [Eqs. (1)–(3)]

is also activated, with internal phase changes, above this

temperature threshold. The definition of this tempera-

ture threshold for both SLW and albedo decay also ac-

counts for the subgrid-scale variability of the snowpack

properties for typical climate and NWP resolutions.

The original snow albedo in exposed areas was reset

to its maximum value when F . 1 kg m22 h21. This

FIG. 1. Ratio between the apparent snow heat capacity [multipli-

cative term in the lhs of Eq. (5)] and snow heat capacity [multipli-

cative term in the lhs of Eq. (A4)], as function of snow temperature

for constant SWE of 100 kg m22 and snow densities of 100 (solid

line) and 400 (dashed line) kg m23.
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threshold, and its definition, has been reported as a

drawback in this type of snow albedo parameterization

(Pedersen and Winther 2005; Molders et al. 2008), which

is also used in other NWP models. To reduce the im-

portance of the threshold a continuous reset was

implemented:

at11
sn 5 at

sn 1 min 1,
FDt

10

� �
(a

max
� at

sn), (9)

where asn is the snow albedo. Superscripts t and t 1 1

represent the current and next time step, respectively, and

Dt is the model time step (s). This formulation assumes

that 10 kg m22 of fresh snowfall are needed to reset the

snow albedo to its maximum value (amax 5 0.85).

The albedo of shaded snow (snow under high vege-

tation) was changed from a constant value of 0.15 to a

vegetation-type-dependent albedo (Table 1) adapted

from Moody et al. (2007). Moody et al. (2007) provide

a 5-yr (2000–04) climatological statistics of Northern

Hemisphere broadband (0.3–5.0 mm) white-sky albedo

for the 16 International Geosphere-Biosphere Program

(IGBP) ecosystem classes when accompanied by the

presence of snow on the ground. The statistics were ob-

tained using validated, high quality Moderate Resolu-

tion Imaging Spectroradiometer (MODIS) land surface

albedo data, flagged as snow in the associated quality

assurance fields. The retuned forest albedo toward sig-

nificantly higher values accounts implicitly for trees’ in-

tercepted snow effect, which is neglected in the current

scheme.

3. Site validation

a. Simulation setup and observations

Different sets of experiments were performed (Table 2).

These experiments include the original (CTR) and new

(NEW) snow schemes and intermediate model config-

urations with progressive activation of the described

changes to the model. All the activated parameteriza-

tions were described in the previous section except liq-

uid water prognostic plus rainfall interception (LWPR)

and new snow scheme with prognostic liquid water

(NEW_PR; Table 2). In those two experiments SLW is

represented using a prognostic approach. In this approach

a new prognostic equation for SLW was implemented

following very simple assumptions: i) SLW only coexists

with ice when Tsn 5 Tf, ii) melted snow goes to the SLW

reservoir with maximum capacity defined by Eq. (4), and

iii) snow runoff is generated when the amount of SLW

exceeds the liquid water holding capacity. This parame-

terization is not described in detail since its formulation is

not essential to the discussion.

HTESSEL, with its original snow scheme, participated

in the SnowMIP2 intercomparison project. Rutter et al.

(2009) and Essery et al. (2009) report the main conclu-

sions of the project along with information regarding the

different observational sites, which included five loca-

tions with data in both open and forest sites for two winter

seasons: Alptal (47839N, 88439E, 1200 m, Switzerland),

Berms (538559N, 1048429W, 579 m, Canada), Fraser

(398539N, 1058539W, 2820 m, United States), Hitsujigaoka

(428599N, 1418239E, 2820 m, Japan, only one winter), and

Hyytiälä (618519N, 248179E, 181 m, Finland) (see also

Fig. 8). Near-surface atmospheric forcing data were avail-

able for all locations and observations include snow depth,

snow density, and SWE. Simulations were performed for

all five SnowMIP2 locations summing a total of 18 dif-

ferent cold seasons 3 sites. Initial conditions and clima-

tological data were made available by the data providers.

The results of TESSEL presented in Essery et al.

(2009) are not identical to the CTR results presented

in this paper. The model has the same snow and soil

TABLE 1. Mean values of Northern Hemisphere 5-yr (2000–04)

broadband surface albedo (in presence of snow) aggregated by

high vegetation type (adapted from Moody et al. 2007).

Vegetation type Albedo

Evergreen needleleaf trees 0.27

Deciduous needleleaf trees 0.33

Deciduous broadleaf trees 0.31

Evergreen broadleaf trees 0.38

Mixed forest–woodland 0.29

Interrupted forest 0.29

FIG. 2. Snow cover fraction as function of SWE as in the original

HTESSEL snow scheme [solid line, Eq. (A2)], and new [Eq. (8)]

for snow densities of 100 (dashed line) and 400 (dashed dotted line)

kg m23.
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hydrology, but the surface roughness lengths were

changed from input fields to land cover type dependent.

In the present paper, all the simulations were performed

with the revised roughness lengths. That modification

improved the simulations over forested areas. Such

changes are prior to the development of the new snow

scheme and, because of its different physical and tech-

nical nature, they are not described or discussed here.

b. Snow depth, density, and SWE

Model results and observations of SWE, snow depth,

and snow density for the 2004/05 winter season in the

Fraser open and forest sites are shown in Fig. 3. CTR

and NEW underestimate SWE (Figs. 3a,d) from the

beginning of the winter season throughout midspring in

both forest and open sites, suggesting either too much

melting or excessive sublimation. During the ablation

period, CTR showed an early melting in the forest site

and a late melting in the open site. These distinct errors

between open and forest sites during the ablation period

were also observed in other SnowMIP2 locations (not

shown). Averaged for all 18 CTR simulations, the final

ablation is delayed by 10 days and accelerated by 21 days

in open and forest sites, respectively. The NEW snow

scheme prediction of final ablation is closer to obser-

vations with an average delay of 2 days in open sites

(6 out of 9 improved) and an acceleration of 13 days in

forest sites (8 out of 9 improved).

Figures 3c,f compare simulated versus observed snow

density. Snow density is overestimated by CTR through-

out the winter season until the final ablation period

when it is underestimated. The simulations show a fast

[exponential—Eq. (A6)] density increase in the be-

ginning of the winter, keeping snow density close to its

maximum value of 300 kg m23 during the remaining cold

season. This behavior was observed in all available loca-

tions. The NEW snow density is closer to the observations

representing the low densities during the accumulation

stage and the fast increase in the final ablation. Snow

depth in CTR and NEW was underestimated in both sites

(Figs. 3b,e), resulting from the SWE underestimation.

However, NEW snow depth has a reduced error, when

compared with CTR, because of the significant improve-

ment of snow density.

c. Snow and soil temperature

Simulated snow and soil temperatures at the Fraser

open site during the 2004/05 winter are compared against

observations in Fig. 4. Observations of snow temperature

were conducted using a thermocouple string at fixed

depths, every 10 cm up to 180 cm. Mean snowpack tem-

perature was derived by averaging the thermocouple

observations covered by snow, where snow depth was

measured using an acoustic sensor. The observed mean

snowpack temperature (Fig. 4a) has a lower thermal

amplitude than CTR and NEW, and both simulations

underestimate snow temperature throughout the cold

season. In a single layer snow scheme it is not possible

to represent properly the thermal insulation within the

snowpack. This explains the differences between simu-

lated and observed mean snowpack temperature. How-

ever, at the end of the cold season, NEW reaches the

freezing point faster than CTR and stays in an isothermal

state, as the observations suggest, while CTR shows some

cooling cycles.

Simulated soil temperatures respond to the different

basal heat fluxes, due to the increased insulation in

NEW, with a faster cooling in CTR when compared with

NEW (Figs. 4b,c). This behavior is observed both near

the surface and at 50-cm depth. Averaged from De-

cember to mid-May CTR has a negative bias of 25.2 and

23.9 K at 5- and 50-cm depth, respectively. NEW re-

duces significantly the soil temperature bias to 21.8 and

21.3 K at 5- and 50-cm depth, respectively. NEW im-

proves the prediction of final ablation (see Fig. 3d),

which affects soil heating after snow disappearance.

TABLE 2. Sensitivity experiments acronyms and respective activated parameterizations.

Expt name Parameterizations activated

CTR –(see appendix for description)

DENS Snow density [Eq. (7)]

LWD Snow density 1 liquid water diagnostic [Eq. (5) 1 Eq. (6) setting Fl,sn 5 0]

LWDR LWD 1 rainfall interception [Eq. (6)]

LWDR_A LWDR 1 exposed snow albedo [Eq. (9)]

LWDR_FA LWDR 1 forest snow albedo (Table 1)

LWDR_AFA LWDR 1 exposed snow albedo [Eq. (9)] 1 forest snow albedo (Table 1)

LWDR_SC LWDR 1 snow cover fraction [Eq. (8)]

NEW LWDR_AFA 1 snow cover fraction [Eq. (8)]

LWPR* Snow density 1 liquid water prognostic 1 rainfall interception

NEW_PR* LWPR 1 exposed snow albedo 1 forest snow albedo 1 snow cover fraction

* Prognostic representation of snow liquid water content.
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There is a reduction of the soil temperature bias near the

surface by the end of May from 211.4 K in CTR to

22.8 K in NEW.

d. Sensitivity to activated parameterizations

Sensitivity tests, where the components of NEW were

gradually activated, are detailed in Table 2. The compar-

ison was made to the root-mean-square errors (RMSE) in

modeled SWE normalized by standard deviations of the

observations (errors in snow depth, rather than SWE,

were calculated for Hitsujigaoka and Hyytiälä open sites).

Figure 5 summarizes the RMSE for all locations classified

as open or forest sites. The new snow density (DENS)

has a limited impact on SWE simulation, whereas, when

combined with SLW representation [liquid water diag-

nostic (LWD)], it improves SWE in forest sites. The in-

terception of rainfall in the snowpack (LWDR) has also

a positive impact on forest sites simulations, while keeping

the open plots unchanged. The changed albedo formula-

tion (LWDR_AFA) shows a significant improvement in

open sites, with a small impact on forest sites. When all the

new components are activated (NEW) the RMSE of SWE

is lower than any of the other experiments in both open

and forest sites. Open sites had a delayed ablation in CTR,

which was mainly reduced with the new exposed albedo

formulation. The early ablation in forest sites was cor-

rected mainly by the incorporation of SLW. This shows

that the underlying physical processes responsible for the

observed biases in open and forest sites were of different

nature: i) early melting in forest sites due to neglecting the

refreezing of melted liquid water and ii) late melting

in open sites due to an underestimation of absorbed so-

lar radiation resulting from an overestimation of snow

albedo.

SLW is often represented in snow schemes following

a prognostic approach. The experiments LWPR and

NEW_PR were conducted to analyze the impact of such

approach when compared to the diagnostic implementa-

tion described in this paper. This simple validation aims

to examine whether the approaches are comparable, not

to decide which one is better. The RMSE of SWE in

LWPR is comparable with LWDR for forest sites, but

FIG. 3. Simulations results for CTR (gray) and NEW (black) for the 2004/05 winter season

at (left) Fraser forest and (right) open sites: (a),(d) SWE, (b),(e) snow depth, and (c),(f) snow

density. Observations are represented by open circles.
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LWPR has a better performance than LWDR in open

plots. On the other hand, the inclusion of all physical

mechanisms in NEW_PR dilutes the advantages of the

prognostic water reservoir.

4. Basin-scale validation

a. Simulation setup

GSWP2 provides a set of near-surface forcing to drive

land surface schemes in an offline mode. The atmo-

spheric forcing data are provided at a resolution of

18 globally. In the current work, we have used the latest

release of GSWP2 atmospheric forcing based on the 40-yr

ECMWF Re-Analysis (ERA-40; Uppala et al. 2005)

where only precipitation is corrected using the Global

Precipitation Climatology Project (GPCP) dataset. The

dataset is available for the period January 1986 to De-

cember 1995. Surface pressure, air temperature, and

specific humidity at 2 m, and wind at 10 m, are provided

as instantaneous values. Downward surface radiation

fluxes and precipitation fluxes represent 3-h averages.

Climatological data, such as land-cover and vegetation

types, were interpolated to a 18 3 18 grid from ERA-40.

b. Basins and observations

Terrestrial water storage is the sum of all forms of

water storage on the land surface. Seasonal and inter-

annual variations in storage are determined by the com-

bined effect of soil moisture, groundwater, snow cover,

and surface water. Diagnostics of monthly TWSV for 41

midlatitude basins all over the globe were used to validate

the new snow scheme. The Basin Scale Water Balance

(BSWB) dataset described in Hirschi et al. (2006) was

derived with the combined atmospheric and terrestrial

water-balance approach (Seneviratne et al. 2004) using

conventional streamflow measurements and vertically

integrated atmospheric moisture convergence data from

ERA-40. The runoff data are partially composed of data

from the Global Runoff Data Centre (GRDC) and other

local sources. In the following discussion HTESSEL

simulations were spatially aggregated for each basin.

Such large-scale basins are composed by many types

of land cover, rivers, and lakes, each one with different

hydrological characteristics. Simulated integrated values

such as runoff and TWSV were spatially averaged. This

simple procedure neglects river routing and effects of

water and soil freezing. Such processes may delay ba-

sin streamflow when compared with instantaneous local

runoff. However, the BSWB dataset consists of monthly

data, which are compared against time-averaged monthly

simulated fluxes. This approach has been also used by

Balsamo et al. (2009) during the validation of HTESSEL

soil hydrology.

c. Impact in the Ob basin

The Ob River is a major river in western Siberia,

Russia. The basin consists mostly of steppe, taiga, swamps,

tundra, and semidesert, with an average high vegetation

fraction of 50%. Basin-averaged simulated SWE, snow

density, percentage of frozen surface, and runoff are pre-

sented in Fig. 6 for the 1989–90 period. SWE simulated by

FIG. 4. Model-simulated (a) snow temperature and soil layer temperature at (b) 5-cm depth

and (c) 50-cm depth by CTR (gray) and NEW (black) for the 2004/05 winter season in Fraser

open site. The simulations and observations (open circles) represent daily means.
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the new snow scheme is higher than in CTR (Fig. 6a). The

interception of rainfall in the snowpack was 53 mm, while

snowfall was 218 mm. The additional accumulation of

53 mm to the snowpack in NEW explains the differences

in SWE, resulting in a 14-day difference during final ab-

lation between NEW and CTR. As in the SnowMIP2

Fraser site simulations (Fig. 3), snow density is lower in

NEW throughout the winter, reaching higher values than

CTR only during the ablation period.

Lower snow density and higher SWE result in a

thicker snowpack, with an increased insulation effect.

The percentage of frozen soil in Fig. 6c is the fractional

basin area where the first soil layer (0–7 cm) is frozen.

The increased insulation in NEW reduces soil cooling,

which reduces soil freezing. In CTR the basin surface

is completely frozen from January to mid-February,

while in NEW only 20%–30% of the basin is frozen.

The runoff partitioning between surface and bottom

drainage is shifted in NEW, with a reduction of surface

runoff (Fig. 6d) and an increase of bottom drainage

(Fig. 6e). In HTESSEL all rainfall and melted water are

discharged as surface runoff when the first soil layer is

frozen. The NEW snow scheme reduces soil freezing,

thereby reducing surface runoff and increasing soil water

storage. The overall impact in total runoff is represented

in Fig. 6f where NEW and CTR are compared against

BSWB monthly data. The peak runoff date is accelerated

and volume overestimated by CTR and NEW. However,

the NEW snow scheme improves both the timing and

magnitude of the total basin runoff.

d. Monthly TWSV and runoff

Figure 7 compares the mean annual cycles of simu-

lated runoff and TWSV with BSWB data over the Ob

and Mackenzie basins. The mean annual cycles of CTR

runoff show an early peak in both basins with over-

estimation in the Ob but with a correct volume in

Mackenzie. Both timing and volume are improved in

NEW over the Ob basin (as discussed before), while the

volume in the Mackenzie is poorer than in CTR. The

simulated TWSV in CTR displays timing errors similar

to the runoff in both basins. The increased water storage

during spring in NEW resulted in a better agreement

with BSWB TWSV during summer. The reduction of

total runoff in both basins in NEW was compensated by

an increase in evapotranspiration, especially during

spring (not shown). Less soil freezing and early thaw

increase evapotranspiration in NEW, since more water

is available for the plant root uptake.

Table 3 summarizes the RMSE of runoff in 10 high-

latitude basins, corresponding to the subset of the orig-

inal 41 basins of the BSWB dataset where more than

30% of available data has mean snow cover duration

exceeding 100 days. The mean snow cover duration was

calculated for all grid points and then averaged for each

basin using the CTR simulation. For all the basins with

snow cover duration less than 100 days the differences

between CTR and NEW are negligible. This result is due

to the smaller impact of snow in the hydrological cycle.

The last two columns of Table 3 compare the runoff

RMSE between the diagnostic (LWDR) and the prog-

nostic (LWPR) formulation to represent SLW. The

differences between the two formulations are small. The

inclusion of the new snow cover fraction, exposed al-

bedo, and forest albedo (NEW) to LWDR also shows a

small effect in the runoff. The similar performance of

NEW, LWDR, and LWPR, very distinct from CTR, is

an indication that the new snow density is the most im-

portant change. As discussed before, the original scheme

suffered from a lack of soil water storage due to exces-

sive surface runoff. Averaged over all 10 basins, NEW

FIG. 5. Box plot summaries describing the normalized RMSE of

SWE for different model configurations, combined at all Snow-

MIP2 locations at (a) open sites and (b) forest sites. The boxes have

horizontal lines at the lower quartile, median, and upper quartile

and the whiskers (vertical lines) extend from the end of each box to

1.5 3 the interquartile range; outliers beyond this range are rep-

resented by 1 symbols.
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reduces the runoff RMSE by 0.24 mm day21 (32% of the

CTR). With the exception of the Neva River basin, any of

the three new formulations performs better than CTR.

Figure 8 represents the location and runoff RMSE im-

provement between NEW and CTR for the 10 basins listed

in Table 3. The figure highlights central Siberia as the area

with higher improvements in runoff. These results show

that the inclusion of the new snow density, with higher

insulation, was more effective in flat terrain areas domi-

nated by low vegetation/bare ground, where the shading

effects of high vegetation and subgrid orography variabil-

ity (not addressed in this model revision, and with a very

simplified treatment in the model) play a secondary role.

5. Global validation

a. Simulation setup

ERAI reanalysis covers the period January 1989 to

the present. The atmospheric forcing data were gridded

on the original Gaussian reduced grid N128 (resolution

of 0.78 over the equator) globally at 3-h intervals. The

state variables are provided as instantaneous values

from the lowest model level (approximately 10 m above

the surface) and correspond to the 3–12-h forecast in-

terval from initial conditions at 0000 and 1200 UTC.

Surface precipitation and radiation fluxes represent 3-h

averages. To avoid the initial spinup in precipitation, the

3-hourly surface fluxes are taken from the 9–21-h fore-

casts initialized at 0000 and 1200 UTC.

Unlike GSWP2, ERAI precipitation was not cor-

rected with GPCP (or other) observational dataset.

Errors in total precipitation and partitioning between

liquid and solid rainfall may produce biases in the sim-

ulated snowpack. Such corrections are out of the scope

of the present work. Nevertheless, the ERAI dataset has

already been explored in offline LSM works (Balsamo

et al. 2010; Dutra et al. 2010).

b. Snow cover

1) IMS NOAA/NESDIS SNOW COVER

The interactive Multisensor Snow and Ice Mapping

System (IMS) is a workstation-based application, which

FIG. 6. Simulation results for CTR and NEW during the period October 1989 to August 1990

spatially averaged for the Ob basin: (a) SWE, (b) snow density, (c) fraction of basin area frozen

at the surface, (d) surface runoff, (e) bottom drainage, and (f) total runoff. Total runoff sim-

ulations are compared with monthly BSWB data. Simulated daily data were smoothed with

a 30-day moving average.
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allows the analyst to process various snow cover data in

a manner timely enough to release a real-time daily

product (Helfrich et al. 2007; Ramsay 1998). Northern

Hemisphere (NH) snow-covered maps are primarily

based on satellite imagery. In addition, the analyst can

rely on station data and the previous day’s analysis. Since

February 1997, the IMS product has been produced daily

at approximately 24-km resolution (1024 3 1024 grid).

This dataset has already been applied to the validation of

model-simulated snow cover extent in other studies (e.g.,

Sheffield et al. 2003). IMS National Oceanic and Atmo-

spheric Administration/National Environmental Satel-

lite, Data, and Information Service (NOAA/NESDIS)

snow cover product (NOAA/NESDIS/OSDPD/SSD

2006) was spatially aggregated to the N128 Gaussian re-

duced grid. Fractional snow cover in the Gaussian grid

FIG. 7. Mean annual cycles of (a),(c) runoff and (b),(d) TWSV in (top) Mackenzie and

(bottom) Ob basins simulated by CTR and NEW during GSWP-2 period and compared with

BSWB data.

TABLE 3. RMSE of simulated vs BSWB runoff in 10 high-latitude basins. Simulations forced by GSWP2 for the period 1986–95. For

each basin are presented the catchment area (adapted from Hirschi et al. 2006), mean snow cover (SC) duration, and mean annual

amplitude of runoff.

Basin Catchment area (km2) SC duration (days) Runoff (mm day21)

Runoff RMSE (mm day21)

CTR NEW LWDR LWPR

1) Yukon 779 081 198 2.18 0.95 0.53 0.58 0.58

2) Podkaa 209 591 190 3.47 0.90 0.45 0.50 0.57

3) Lena 2 351 052 182 3.07 0.96 0.84 0.86 0.87

4) Tom 62 830 158 6.92 1.88 1.59 1.68 1.64

5) Ob 2 859 889 154 1.06 0.69 0.32 0.34 0.38

6) Yenisei 2 513 361 151 2.79 0.77 0.46 0.51 0.54

7) Mackenzie 1 587 878 140 1.34 0.55 0.42 0.45 0.44

8) Volga 1 333 747 137 1.16 0.65 0.53 0.55 0.57

9) Irtish 403 309 129 0.41 0.42 0.22 0.21 0.25

10) Neva 233 423 116 0.80 0.60 0.63 0.64 0.63

Averageb 12 334 161c 157 1.96 0.75 0.51 0.54 0.56

a Podkamennaya Tunguska.
b Average weighted by catchment area.
c Total catchments area.
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was evaluated from the original ‘‘snow-free/100% snow-

covered’’ binary information. Snow cover fraction was

calculated by counting all the 100% snow-covered pixels

of NOAA/NESDIS lying within each N128 grid box.

2) SNOW COVER SIMULATIONS

NH simulated snow-covered area is compared against

NOAA/NESDIS in Fig. 9. Snow-covered area maxi-

mum extents exceed 40 million km2, which is coherent

with the results presented by Brown and Armstrong

(2008). The differences between simulated and NOAA/

NESDIS (Fig. 9b) show a distinct annual cycle. The bias

is reduced during low variability periods, namely sum-

mer and late winter. On the other hand, the bias in-

creases during the high variability accumulation and

ablation seasons. During the initial accumulation period

both CTR and NEW show a growing underestimation of

snow-covered area that reaches roughly 6 million km2.

After the initial accumulation, NEW reduces the bias

significantly near the peak snow-covered area. During

spring, both schemes tend to ablate snow cover too

quickly, with increasing underestimation. This behavior

was also documented by Frei et al. (2005) in the AGCMs

participating in phase 2 of the Atmospheric Model In-

tercomparison Project (AMIP-2). Averaged over the

entire period (January 1999 to December 2008) CTR

and NEW have a negative bias in snow-covered area of

3.1 and 1.6 million km2, respectively. During spring,

CTR and NEW biases are higher: 5.3 and 2.6 million km2.

LWDR_SC (all new components of NEW except the

exposed and forest albedo) simulation partially reduces

the bias of CTR with a negative bias in snow-covered

area of 2.5 and 4.4 million km2, during the whole pe-

riod and spring, respectively, showing that the new

snow cover fraction [Eq. (8)] has an important effect in

the model-simulated snow cover extent. The simulated

snow-covered area RMSE normalized by the observa-

tions temporal standard deviation are 25%, 21%, and

15% for CTR, NEW, and LWDR_SC, respectively.

The NOAA/NESDIS data compose a daily product

allowing for a more detailed comparison with simula-

tions. Figure 10 presents the spatial distribution of the

frequency of missing snow cover in the simulations

during spring, defined as the frequency of occurrence of

snow-covered NOAA/NESDIS (csn . 0.75) and simu-

lated snow free (csn , 0.25). Drusch et al. (2004) applied

a similar diagnostic to validate the snow depth analysis

system in ECMWF. Scandinavia, western Russia, and

central/eastern Canada are dominated by high-frequency

snow cover missing in CTR (Fig. 10a), reaching one

month (30%) in some localized areas. These results agree

with the pronounced underestimation of snow-covered

area during spring in CTR, analyzed before. NEW re-

duces the missing snow cover during spring, when com-

pared with CTR, up to a factor of 2 in areas where CTR

has higher errors.

c. Surface albedo

1) MODIS ALBEDO

The MODIS albedo product MCD43C3 provides data

describing both directional hemispheric reflectance (black-

sky albedo) and bihemispherical reflectance (white-

sky albedo). Both black-sky and white-sky albedos are

available in seven different bands and aggregated

visible, near infrared and broadband shortwave. Both

Terra and Aqua platforms are used in the generation of

this product. The product also includes snow-free and

quality parameters, and is produced every 8 days with

16 days of acquisition projected to a 0.058 grid. These data

are distributed by the Land Processes Distributed Active

Archive Center (LP DAAC), located at the U.S. Geo-

logical Survey (USGS) Earth Resources Observation and

Science (EROS) Center (https://lpdaac.usgs.gov/). The

accuracy and quality of this albedo product have been

evaluated by Stroeve et al. (2005), Salomon et al. (2006),

Shuai et al. (2008), and Román et al. (2009). The white-

sky broadband shortwave albedo was spatially aggre-

gated from the original 0.058 grid to the N128 Gaussian

reduced grid.

FIG. 8. Basin locations represented by colored symbols. Each

basin is numbered as in Table 3 and the location refers to the runoff

station observations from Hirschi et al. (2006). The catchment area

is associated to the size of the symbol, and the runoff RMSE dif-

ference between NEW – CTR is represented by the symbol face

color. The black symbols represent the five SnowMIP2 sites.
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2) ALBEDO SIMULATIONS

Figure 11a compares simulated albedo against MODIS-

derived albedo in the snow-covered area in the NH. In the

following discussion, snow-covered area was derived from

the MODIS Percent_Snow layer. Therefore, the mean

fractional land area with available data (top of each panel

in Fig. 11) excludes snow-free MODIS grid boxes and also

missing data (e.g., because of cloud cover or low quality of

the albedo inversion algorithm).

CTR albedo shows a systematic negative bias that in-

creases in magnitude throughout the cold season until

May. The exposed albedo parameterization by itself

(LWDR_A) improves the simulation in all months except

October. The new lookup table for shaded snow

(LWDR_FA) has a positive impact in all months. The

FIG. 9. (a) Northern Hemisphere daily snow-covered area from NESDIS and (b) snow-covered area

differences between simulations and NESDIS. Note the different order of magnitude in the vertical axis

between the two panels.

FIG. 10. Frequency of occurrence of snow-covered NESDIS data (csn . 0.75) and simulated snow-free (csn , 0.25)

during spring (March–May) for ERAI simulations in the period 2001–08 by (a) CTR and (b) NEW. The number of

days in each grid box is normalized by the total number of days of the season.
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NEW snow scheme significantly reduces the albedo bias

in all months except October and November. During

these two months the signal shift of the albedo bias (from

negative in CTR to positive in NEW) and increased

magnitude is due to the new exposed albedo parameter-

ization (cf. LWDR_A with LWDR_FA in Fig. 11a).

Groisman et al. (1994b) showed that the impact of snow

cover in the planetary albedo has the greatest magnitude

in spring. Therefore, the degradation of simulated albedo

in NEW during late autumn should have a smaller impact

then the improvements during late winter and spring. The

new snow cover fraction by itself (LWDR_SC) has results

similar to CTR, showing that the improved simulated

albedo is mainly due to the modified exposed and shaded

snow parameterizations.

The impact of albedo biases on the snowpack is

modulated by the amount of available solar radiation.

Net shortwave radiation (SWnet) is not a direct MODIS

product. It was diagnosed using MODIS albedo and

ERAI downward shortwave radiation and is compared

against simulations in Fig. 11b. The above-mentioned

CTR albedo negative bias is reflected in a positive

SWnet bias during the entire snow-covered season. On

the other hand, NEW SWnet bias is close to zero during

late winter and spring but shows a negative bias in No-

vember and December. The reasons for this bias were

discussed before. Averaged results from October to May

and weighted by the snow-covered area, CTR has a

mean positive bias of 17.1 W m22, while NEW has a

mean negative bias of 21.9 W m22. In absolute terms,

NEW reduces the SWnet bias by 5.2 W m22 when

compared with CTR. The area where such flux differ-

ences are found covers 14% of the NH land.

Figure 12 represents the mean (2000–08) spring MODIS

albedo and respective simulated differences. The differ-

ences between simulated and MODIS albedo (Figs. 12b,c)

are shown only for snow-covered grid boxes flagged by

MODIS with at least 50% of feasible data (excluding

areas with systematic missing values in MODIS). The

negative bias of CTR albedo (Fig. 12b) during spring

spreads widely over the entire Northern Hemisphere.

There are three main regions with an accentuated bias:

northeast Asia, central Asia (north of the Caspian

and Aral Seas), and northern Canada. These areas are

dominated by low vegetation (tundra and short grass).

NEW partially reduces the albedo bias over low vege-

tation areas, while over high vegetation areas the bias is

close to zero. There are some small positive biases in

FIG. 11. Monthly bias (simulation 2 observation) of (a) albedo and (b) net shortwave radiation cal-

culated only over snow-covered grid boxes over the Northern Hemisphere. The fractional snow-covered

land of Northern Hemisphere used in the calculations for each month is presented in the top of each

graphic. ERAI simulations of albedo and net shortwave radiation are compared against MODIS albedo

for the period Jan 2000 to Dec 2008.
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NEW on the southern borders of tundra regions (areas

dominated by bogs and marshes) in both continents.

6. Conclusions

An improved snow scheme for HTESSEL was pre-

sented and validated. The new scheme revises the for-

mulations of snow cover fraction and snow albedo and

included a new snow density parameterization and

representation of SLW using a diagnostic approach.

An offline validation covering several spatial and tem-

poral scales considered (i) site simulations for several

observational locations from SnowMIP2 and (ii) global

simulations driven by the meteorological forcings from

GSWP2 and ERAI.

SnowMIP2 simulations revealed that the original

snow scheme had a systematic early and late prediction

of the final ablation in forest and open sites, respectively.

The NEW scheme reduces the negative timing bias in

forest plots from 21 to 13 days and the positive bias in

open plots from 10 to 2 days. The new snow density

parameterization in NEW has a good agreement with

observations, resulting in an augmented insulation effect

of the snowpack. The increased insulation and the new

exposed and shaded albedo change the surface energy

fluxes. There is a reduction of the basal heat flux that

reduces the cooling of the underlying soil, which is

warmer in NEW than in CTR during the cold season.

Thus, reduced soil freezing decreased the surface run-

off and increased soil water storage. The mean annual

cycles of runoff and TSWV analyzed for the Ob and

Mackenzie basins are closer to the observations in NEW.

In 10 Northern Hemisphere basins, there is an average

reduction of the monthly runoff RMSE from 0.75 to

FIG. 12. (a) Mean observed maps of spring albedo by MODIS for the period 2000–08 and differences between

simulated albedo and MODIS for (b) CTR and (c) NEW. The differences (b) and (c) show only snow-covered grid

boxes with ,50% MODIS missing data. Note the different color scales between panel (a) and panels (b) and (c).
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0.51 mm day21 when comparing CTR and NEW, re-

spectively. These results illustrate the importance of snow

insulation on the hydrological cycle, even at regional

scales.

On a hemispheric scale, the new snow scheme reduces

the negative bias of snow-covered area, especially dur-

ing spring. On a daily scale, using NOAA/NESDIS snow

cover data, the early ablation in CTR is reduced by a

factor of 2 in some identified regions over the Northern

Hemisphere. The changes in snow-covered area are

closely related with the changes in surface albedo. The

original snow scheme had a systematic negative bias in

surface albedo, when compared against MODIS remote

sensing data. The new scheme reduced the albedo bias,

consequently reducing the spatial- (only over snow-

covered areas) and time- (October to November) av-

eraged surface net shortwave radiation bias from

17.1 W m22 in CTR to 21.8 W m22 in NEW.

For each validation dataset, sensitivity experiments

were performed to assess the impact of the new com-

ponents of the presented snow scheme. Prognostic and

diagnostic SLW representations display similar skill

in SnowMIP2 (RMSE of SWE) and GSWP2 (RMSE of

basin runoff) simulations. Simulated improvements of

SWE in SnowMIP2 locations were mainly due to SLW

representation on forest sites and due to the new exposed

albedo on open sites. The increased snow insulation ef-

fect, due to the new snow density parameterization, had

an important role on the basins’ water balance. Impacts of

the new snow cover fraction and exposed and shaded

albedo parameterizations were evident when validating

against remotely sensed data. Sensitivity tests highlight

the role of the different components of the snow scheme

with the behavior conditioned by the climate and vege-

tation conditions of each site. Thus, a robust verification

of a LSM model should include a variety of different (and

independent) validation datasets.

The present offline methodology is recurrent in vali-

dations of LSM (e.g., Boone and Etchevers 2001) and

in intercomparison projects (e.g., Rutter et al. 2009).

However, the associated nature of the one-way coupling

has shortcomings due to the absence of atmospheric

response. A complete validation can only be achieved

with atmospherically coupled simulations. Tests have

been performed and the new snow scheme showed im-

provements in the simulated near-surface temperature

during winter over snow-covered areas; such results will

be reported in future work. Future developments of

HTESSEL snow scheme will focus on improvements of

the representation of snowpack physics (e.g., via the

development of a multilayer scheme), and on the cou-

pling with the atmosphere, especially in forested re-

gions. The NEW snow scheme described in this paper

was introduced in the ECMWF operational forecast

system in September 2009 (cycle 35R3).
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APPENDIX

HTESSEL Snow Scheme

The snow mass budget reads as
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where the symbols are defined in the section 2b. The

snow fraction is given by

c
sn

5 min 1,
S

15

� �
. (A2)

Snow mass and snow depth are related by

D
sn

5
S

r
sn

c
sn

, (A3)

where Dsn is snow depth (m) in the snow-covered area

(Dsn is not a grid-averaged quantity).

The snow energy budget reads as

(rC)
sn

D
sn

›T
sn

›t
5 RN

sn � L
s
E

sn
�H

sn
�GB

sn � L
f
M

sn
.

(A4)

In this formulation the liquid water fraction is neglected.

The snow thermal conductivity changes with changing

snow density and is related to the ice thermal conduc-

tivity according to Douville et al. (1995).
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Following Douville et al. (1995) snow density is as-

sumed to be constant with depth and to evolve expo-

nentially toward a maximum density (Verseghy 1991).

First, a weighted average is taken between the current

density and the minimum density for fresh snow, giving

r
sn
* 5

Srt
sn 1 DtFr

min

S 1 DtF
, (A5)

where r* is an intermediate snow density, and after an

exponential relaxation is applied,

rt11
sn 5 (r

sn
*� r

snmax
) exp(�t

f
Dt/t

1
) 1 r

snmax
, (A6)

where t1 5 86400 s, and tf 5 0.24 are time scales, with

minimum density r
snmin

5 100 kg m23 and maximum

density rsnmax
5 300 kg m23.

Snow albedo in exposed areas evolves according to the

formulation of Baker et al. (1991), Verseghy (1991), and

Douville et al. (1995) differing for melting and non-

melting conditions:

at11
sn 5

at
sn�t

a
Dt/t

1
, M

sn
5 0

(at
sn�a

min
) exp(�t

f
Dt/t

1
)1a

min
, M

sn
. 0

( )
,

(A7)

where amin 5 0.5 and amax 5 0.85. If snowfall F .

1 kg m22 h21, the snow albedo is reset to the maximum

value at11
sn 5 amax. The albedo for shaded snow is fixed

at 0.15. A detailed description of the scheme can be

found online at http://www.ecmwf.int/research/ifsdocs/

CY28r1/Physics/index.html.
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Météo-France GCM. Climate Dyn., 12, 449–466.

——, ——, and J. F. Mahfouf, 1995: A new snow parameterization
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