Numerical Modeling of Coupled Water Flow and Heat Transport in Soil and Snow

A one-dimensional vertical numerical model for coupled water flow and heat transport in soil and snow was modified to include all three phases of water: vapor, liquid, and ice. The top boundary condition in the model is driven by incoming precipitation and the surface energy balance. The model was applied to three different terrestrial systems: a warm desert bare lysimeter soil in Boulder City, NV; a cool mixed-grass rangeland soil near Laramie, WY; and a snow-dominated mountainous forest soil about 50 km west of Laramie, WY. Comparison of measured and calculated soil water contents with depth yielded modeling efficiency (ME) values (maximum range: $-\infty < ME \leq 1$) of $0.32 \leq ME \leq 0.75$ for the bare soil, $0.05 \leq ME \leq 0.30$ for the rangeland soil, and $0.06 \leq ME \leq 0.37$ for the forest soil. Results for soil temperature with depth were $0.87 \leq ME \leq 0.91$ for the bare soil, $0.92 \leq ME \leq 0.94$ for the rangeland soil, and $0.85 \leq ME \leq 0.88$ for the forest soil. The model described the mass change in the bare soil lysimeter due to outgoing evaporation with moderate accuracy ($ME = 0.41$, based on 4 yr of data and using weekly evaporation rates). Snow height for the rangeland soil and the forest soil was captured reasonably well ($ME = 0.57$ for both sites based on 5 yr of data for each site). The model is physics based, with few empirical parameters, making it applicable to a wide range of terrestrial ecosystems.

Core Ideas

- Models of coupled water flow and heat transport improve our understanding of ecosystems.
- Soils and snow liquid water flow, water vapor flow, and ice are described using numerical models.
- The model is verified for a bare desert soil, a rangeland soil, and a forest soil.
and the soil water retention curve to relate freezing temperature to liquid water potential and liquid water content in frozen soils. Fuchs et al. (1978) incorporated the effect of osmotic potential into the relationship between freezing temperature and water potential in frozen soil. Nassar and Horton (1989) added osmotic effects to the relationship between soil liquid water potential and soil air relative humidity.

The calculation of water flow and heat transport in soil and snow generally requires numerical techniques due to the heterogeneous nature of the media and the variable boundary condition with the atmosphere. Root water uptake further complicates matters. Early models treated water flow and heat transport separately and neglected vapor and ice. Subsequent models incorporated either water vapor flow (Fayer, 2000; Saito et al., 2006) or freezing (Harlan, 1973; Dall’Amico et al., 2011). Relatively few models consider all three phases of water simultaneously (Zhao et al., 1997; Hansson et al., 2004; Painter, 2011). Even fewer models treat water flow and heat transport in soil and snow with the same rigor (Flerchinger and Saxton, 1989; Flerchinger, 2000).

The purpose of this study was to develop a rigorous numerical model for coupled water flow and heat transport in soil and snow. The model is an extension of that presented by Kelleners et al. (2009), Kelleners and Verma (2012), and Kelleners (2013). The earlier versions of the model included only water phase change due to freeze–thaw. The new model now also includes water vapor flow. The canopy and surface energy balance, as explained in the previous studies, remains largely unchanged, including the ability to calculate incoming solar radiation in complex terrain. Within-canopy transfer of sensible and latent heat was modified for this study by using an exponential wind profile (Flerchinger and Saxton, 1989; Flerchinger, 2000).

The specific objectives of the study were: (i) to develop the coupled water flow and heat transport equations for soil and snow; (ii) to apply the model to a warm-climate bare soil where water vapor flow might be relatively significant; (iii) to apply the model to a cold-climate rangeland soil where soil freezing is significant; and (iv) to apply the model to a cold-climate mountainous forest soil where snow accumulation and melt dominate the annual hydrological cycle. With the first case (bare soil contained in a lysimeter), the lysimeter weight change was used to verify the calculated water fluxes due to incoming precipitation and outgoing soil evaporation. In addition, calculated water and heat fluxes were validated indirectly by comparing the measured and calculated soil water contents and soil temperatures. For the other two cases, no direct flux measurements were available and the calculated water and heat fluxes were both validated indirectly by determining the model’s ability to replicate the measured soil water contents, soil temperatures, and snow height dynamics.

The main water flow and heat transport equations are provided in this section as well as a description of the updated calculation methods for within canopy transfer, soil evaporation, and root water uptake. Expressions for the non-zero derivative terms used are given in the appendix. The coupled water flow and heat transport equations are solved using flexible time stepping, where the time step is decreased (increased) as the number of iterations needed to solve the equations increases (decreases) following Šimůnek et al. (2013).

**Snow Water Flow**

Water movement in snow is the result of liquid water flow due to gravity and water vapor flow due to a temperature gradient (Colbeck and Davidson, 1973; Colbeck, 1993; Pinzer et al., 2012):

\[
\frac{\partial \theta}{\partial t} + \frac{1}{\rho_w} \frac{\partial}{\partial z} \left( \rho_i \frac{\partial \theta}{\partial z} \right) + \frac{\partial}{\partial z} \left( K_{ww} \frac{\partial \theta}{\partial z} \right) = \frac{F}{\rho_w} - \theta_{wr} \frac{\partial \theta}{\partial z}
\]

where \( \theta_w \) is liquid water content (m\(^3\) m\(^{-3}\)), \( \theta_i \) is air content (m\(^3\) m\(^{-3}\)), \( \theta_{wr} \) is ice content (m\(^3\) m\(^{-3}\)), \( \rho_{ww} \) is liquid water density (kg m\(^{-3}\)), \( \rho_{ww} \) is saturated water vapor density (kg m\(^{-3}\)), \( \rho_i \) is ice density (kg m\(^{-3}\)), \( t \) is time (s), \( S_e \) is relative saturation (dimensionless), \( K_{ww} \) is saturated snow hydraulic conductivity (m s\(^{-1}\)), \( K_{TT} \) is thermal water vapor hydraulic conductivity (m\(^2\) s\(^{-1}\)), \( T \) is temperature (°C), and \( z \) is the vertical coordinate (m). It is assumed that snow water vapor is always at saturation (e.g., Oleson et al., 2013). The relative saturation of liquid water in snow is (Jordon, 1991)

\[
S_e = \frac{\theta_{wr} - \theta_{wr}}{1 - \theta_{wr}}
\]

where \( \theta_{wr} \) is the residual liquid water content (m\(^3\) m\(^{-3}\)) given as (Tarboton and Luce, 1996)

\[
\theta_{wr} = \frac{F_{\sigma} \rho_{ww}}{\rho_w}
\]

where \( F_{\sigma} = 0.02 \) is the mass of liquid water that can be retained per mass of dry snow (kg kg\(^{-1}\)), and the snow bulk density \( \rho_{mn} \) (kg m\(^{-3}\)) is calculated as

\[
\rho_{mn} = \theta_{wr} \rho_w + \theta_i \rho_i
\]

The snow hydraulic conductivities are (Shimizu, 1970; Colbeck, 1993)

\[
K_{ww} = 0.077 \frac{\rho_g g d_r^2}{\eta} \exp \left( \frac{-7.8 \rho_{ww}}{\rho_w} \right)
\]

\[
K_{TT} = \frac{D}{\rho_w} \frac{d \rho_{ww}}{dT}
\]

where \( g \) is acceleration due to gravity (m s\(^{-2}\)), \( \eta \) is liquid water viscosity (kg m\(^{-1}\) s\(^{-1}\)), \( d_r \) is snow grain diameter (m), and \( D \) is water vapor diffusivity (m\(^2\) s\(^{-1}\)). The grain diameter for each snow layer...
is calculated as a function of snow temperature, snow liquid water content, and snow age (Kelleners et al., 2009). The vapor diffusivity in snow is calculated by assuming that vapor movement is unobstructed by ice (or liquid water) and that there is no diffusion enhancement, based on experimental data and theoretical considerations presented by Pinzer et al. (2012), so that

$$D_{vr} = D_{vr}$$

where $D_{vr}$ is the diffusivity of water vapor in bulk air (m² s⁻¹). Use of $\theta_w = 1 - \theta_v - \theta_{sw}$, application of the product rule, and rearrangement of Eq. [1] results in the following mass balance equation:

$$\left(1 - \frac{\rho_w}{\rho_v} \right) \frac{\partial \theta_v}{\partial t} + \frac{\rho_v - \rho_{sw}}{\rho_v} \frac{\partial \theta_v}{\partial t} + \frac{\theta_v}{\rho_v} \frac{\partial \rho_v}{\partial t} = \frac{\partial}{\partial z} \left( K_{wh} S_v^k + K_{vt} \frac{\partial T}{\partial z} \right)$$

[7]

The mass balance equation is written in terms of the unknown $S_v$ using the chain rule and by noting that $d\theta_v/dS_v$ and $d\rho_v/dS_v$ are zero:

$$\left(1 - \frac{\rho_w}{\rho_v} \right) \frac{d\theta_v}{dt} + \frac{\rho_v - \rho_{sw}}{\rho_v} \frac{d\theta_v}{dt} + \frac{\theta_v}{\rho_v} \frac{d\rho_v}{dt} = \frac{\partial}{\partial z} \left( K_{wh} S_v^k + K_{vt} \frac{\partial T}{\partial z} \right)$$

[8]

The mass balance equation is solved for $S_v$ by using the mixed formulation of Celia et al. (1990) where the three storage terms in Eq. [1] are combined with the single $\partial S_v/\partial t$ term in Eq. [8] to describe the change in storage with time. The creation, compaction, and merger of snow layers is handled at each time step outside the numerical solution. Compaction due to metamorphism and overburden follows Jordan (1991). Snow layers that drop below a preset minimum thickness (1 cm in this study) are merged with an underlying layer. Snow layers that exceed a preset maximum thickness (2 cm in this study) are split into equal parts (Kelleners et al., 2009).

### Soil Water Flow

Water movement in soil is due to pressure head gradients, temperature gradients, and gravity (the effect of gravity on water vapor is ignored). The soil water flow equation is (Hansson et al., 2004; Saito et al., 2006)

$$\frac{\partial \theta_v}{\partial t} + \frac{1}{\rho_v} \frac{\partial \left( H_v \rho_v \theta_v \right)}{\partial t} + \frac{\theta_v}{\rho_v} \frac{\partial \rho_v}{\partial t} = \frac{\partial}{\partial z} \left( K_{wh} \frac{\partial \theta_v}{\partial z} + K_{vt} \frac{\partial T}{\partial z} \right)$$

[9]

where $H_v$ is soil air relative humidity (dimensionless), $b$ is soil water pressure head (m), $K_{wh}$ is isothermal liquid water hydraulic conductivity (m s⁻¹), $K_{vt}$ is thermal liquid water hydraulic conductivity (m² s⁻¹ K⁻¹), $K_{vh}$ is isothermal water vapor hydraulic conductivity (m s⁻¹), $K_{vt}$ is thermal water vapor hydraulic conductivity (m² s⁻¹ K⁻¹), and $\theta_w$ is a sink term for root water uptake (s⁻¹). Assuming that the contributions from the pressure potential and osmotic potential are additive, and the solute is conservative, the relative humidity (as a fraction) is (Nassar and Horton, 1992)

$$H_v = \exp \left[ \frac{h M_w g}{R(T + 273.15)} \frac{\phi}{\theta_v} \right], \quad h \leq 0$$

[10]

where $M_w$ is the molecular mass of water (kg mol⁻¹), $M$ is the mass at saturation (mol kg⁻¹ of solvent), $R$ is the gas constant (J mol⁻¹ K⁻¹), and $\phi$ is porosity (m³ m⁻³). The soil hydraulic conductivities are (Hansson et al., 2004; Saito et al., 2006)

$$K_{wh} = K_{wh} S_v^k \left[1 - (1 - S_v^k)^m \right]^2 \times 10^{-10}$$

[11a]

$$K_{vt} = K_{wh} b G \frac{1}{\gamma_0} \frac{d\gamma}{dT}$$

[11b]

$$K_{vt} = D_{vr} \frac{dH_v}{\rho_v} \frac{d\theta_v}{d\theta_w}$$

[11c]

$$K_{vt} = D_{vt} \frac{\eta_v H_v}{\rho_v} \frac{d\theta_v}{d\theta_w} \frac{dH_v}{dT}$$

[11d]

where $K_{wh}$ is saturated soil liquid water hydraulic conductivity (m s⁻¹), $m$ (dimensionless) and $\lambda$ (dimensionless) are empirical parameters in the van Genuchten–Mualem soil hydraulic functions, $\Omega$ is an impedance factor (dimensionless), $G = 4$ is a gain factor (dimensionless), $\gamma$ is soil water surface tension (kg s⁻²), $\gamma_0$ is soil water surface tension at 25°C (kg s⁻²), and $\eta_v$ is an enhancement factor (dimensionless) as derived by Cass et al. (1984). Values for the impedance factor, which describes the blocking of pores due to ice formation (e.g., Hansson et al., 2004), were set to zero for all soil layers, except for the rangeland soil where $\Omega = 4.4$ was used below the 40-cm depth based on a previous model calibration (Kelleners, 2013). The soil relative saturation and water retention function are (van Genuchten, 1980)

$$S_v = \left( \frac{\theta - \theta_{sw}}{\theta_{sv} - \theta_{sw}} \right)^n, \quad h \leq 0$$

[12]

where $\alpha$ (m⁻¹) and $n$ (dimensionless) are empirical parameters, with $m = 1 - 1/n$. The diffusivity of water vapor in soil is (Moldrup et al., 1999)

$$D = D_{vr} \theta_v \tau = D_{vt} \frac{\theta_v \tau^{1 - 3/6}}{\theta_{sv}^{1 - 1/6}}$$

[13]

where $\tau$ is the tortuosity factor (dimensionless) and $b$ is the Campbell soil water retention parameter (dimensionless) approximated as $1/(n - 1)$. The use of $\theta_v = \phi - \theta_i - \theta_w$, application
of the triple product rule, and rearrangement of Eq. [9] results in the following mass balance equation:
\[
\left(1 - \frac{H \rho_s}{\rho_w}\right) \frac{\partial \theta_w}{\partial t} + \left(\frac{\rho_s}{\rho_w} - \frac{H \rho_s}{\rho_w}\right) \left\{ \frac{\partial \theta}{\partial t} + \frac{H \theta}{\rho_w} \right\} = 0
\]
\[
+ \rho_s \left( \frac{\partial H_s}{\partial t} + \frac{H \theta}{\rho_w} \right) \frac{\partial \theta_w}{\partial t}
\]
\[
\frac{\partial}{\partial z} \left( K_{sh} \frac{\partial \theta_w}{\partial z} + K_{sh} + K_{st} \frac{\partial T}{\partial z} \right)
\]
\[
+ K_{sh} \frac{\partial \theta_w}{\partial z} + K_{st} \frac{\partial T}{\partial z} \right) - S_w
\]

The mass balance equation is solved for \( b \) using the chain rule and by noting that \( d \rho_w/dh = 0 \) for saturated frozen soils, while \( d \rho_s/dh \) for unsaturated frozen soils, and \( d \rho_s/dh = 0 \) for unsaturated soils. This avoids the need for a separate water flow equation for saturated frozen conditions, as was used by Kelleners (2013).

**Snow–Soil Heat Transport**

Heat transport is due to conduction and convection and is calculated using (Hansson et al., 2004; Saito et al., 2006)
\[
\frac{\partial (CT)}{\partial t} + \gamma_s \frac{H_s}{\rho_s} \frac{\partial \theta_s}{\partial t} + \gamma_f \frac{H_f}{\rho_f} \frac{\partial \theta_f}{\partial t} = \frac{\partial}{\partial z} \left( \kappa \frac{\partial T}{\partial z} - \epsilon C_w q_w T - \gamma_i \rho_w q_w T - \gamma_s \theta_s \right)
\]
\[
-C_r S_r T
\]

where \( C_r \) is heat capacity of ice (J m\(^{-3}\) K\(^{-1}\)), \( C_w \) is heat capacity of air (J m\(^{-3}\) K\(^{-1}\)), and \( C_s \) is heat capacity of solids (J m\(^{-3}\) K\(^{-1}\)). The snow and soil thermal conductivities are, respectively (Jordan, 1991; Farouki, 1981),
\[
\kappa = \kappa_s + \left( 7.75 \times 10^{-3} \rho_s + 1.105 \times 10^{-4} \rho_w \right) \times (\kappa_s - \kappa_s)
\]
\[
\kappa = \kappa_{dry} + F_K (\kappa_{sat} - \kappa_{dry})
\]

where \( \kappa_s \) is thermal conductivity of air (J m\(^{-1}\) s\(^{-1}\) K\(^{-1}\)), \( \kappa_{dry} \) is thermal conductivity of dry soil (J m\(^{-1}\) s\(^{-1}\) K\(^{-1}\)), \( \kappa_{sat} \) is thermal conductivity of saturated soil (J m\(^{-1}\) s\(^{-1}\) K\(^{-1}\)), and \( F_K \) is the Kersten number (dimensionless). The Kersten number is a function of the degree of saturation and the phase of water (Oleson et al., 2013).

Application of the triple product rule and the volume relationship \( dV/dh \) results in
\[
\frac{\partial (CT)}{\partial t} + \gamma_s \frac{H_s}{\rho_s} \frac{\partial \theta_s}{\partial t} + \gamma_f \frac{H_f}{\rho_f} \frac{\partial \theta_f}{\partial t} = \frac{\partial}{\partial z} \left( \kappa \frac{\partial T}{\partial z} - \epsilon C_w q_w T - \gamma_i \rho_w q_w T - \gamma_s \theta_s \right)
\]
\[
-C_r S_r T
\]

The energy balance equation is written in terms of the unknown \( T \) using the chain rule and by noting that \( d \theta_s/dh \) is zero:
\[
\frac{\partial (CT)}{\partial t} + \gamma_s \frac{H_s}{\rho_s} \frac{\partial \theta_s}{\partial t} + \gamma_f \frac{H_f}{\rho_f} \frac{\partial \theta_f}{\partial t} = \frac{\partial}{\partial z} \left( \kappa \frac{\partial T}{\partial z} - \epsilon C_w q_w T - \gamma_i \rho_w q_w T - \gamma_s \theta_s \right)
\]
\[
-C_r S_r T
\]

where \( C_i \) is heat capacity of ice (J m\(^{-3}\) K\(^{-1}\)), \( \kappa \) is heat capacity of air (J m\(^{-3}\) K\(^{-1}\)), and \( C_s \) is heat capacity of solids (J m\(^{-3}\) K\(^{-1}\)). The use of either the volume or mass relationship seems to have little impact on the resulting calculations, based on limited testing. (See Kelleners [2013] for more details on the solution strategy for the coupled water flow and heat transport equations.)
Soil–Plant–Atmosphere Transfer

The model calculates the complete canopy and ground surface energy balance by solving for the canopy and ground surface temperatures, respectively (complete equation set given in Kelleners et al. [2009] and Kelleners and Verma [2012]). Previously, the surface resistance to soil evaporation was ignored and the latent and sensible heat flux between the soil surface and the canopy air was calculated by weighing the transfer coefficients of bare ground and shaded ground (e.g., Oleson et al., 2013). For the current study, the conductance factors that govern the exchange of latent and sensible heat in the soil–plant–atmosphere system were updated in two significant ways: First, soil evaporation is now regulated by conductance factors for liquid water flow and water vapor flow (acting in parallel) in the upper half of the top soil element to describe surface resistance. Second, the transfer of water vapor and heat in the canopy air space is now calculated by assuming an exponential wind profile within the canopy. Above-canopy transfer continues to be based on a logarithmic wind profile. The conductance factors for canopy air transfer continues to be based on an exponential wind profile following Dolman (1993). The atmosphere conductance factor \( \Gamma_a \), and the leaf boundary conductance factor \( \Gamma_{ca,a} \) are based on an exponential wind profile as suggested by Dolman (1993). The atmosphere conductance factor \( \Gamma_a \) is based on the standard logarithmic wind profile (e.g., Oleson et al., 2013). The leaf boundary conductance \( \Gamma_{leaf} \) is derived using the within-canopy exponential wind profile (Mahat et al., 2013). All heights are relative to the soil surface, where \( \Delta z \) is the thickness of the topsoil element, \( d + z_{0v} \) is the sum of the zero displacement height and the vegetation roughness length, \( z_{veg} \) is the vegetation height, and \( z_a \) is the height at which the meteorological input data are measured.

![Fig. 1. Conductance factors (in m s\(^{-1}\)) for soil–plant–atmosphere latent and sensible heat exchange for vegetated and unvegetated surfaces. The conductance factors for soil liquid water flow \( \Gamma_{ca,u} \) and \( \Gamma_{ca,a} \) are based on an exponential wind profile as suggested by Dolman (1993). The atmosphere conductance factor \( \Gamma_a \) is based on the standard logarithmic wind profile (e.g., Oleson et al., 2013). The leaf boundary conductance \( \Gamma_{leaf} \) is derived using the within-canopy exponential wind profile (Mahat et al., 2013). All heights are relative to the soil surface, where \( \Delta z \) is the thickness of the topsoil element, \( d + z_{0v} \) is the sum of the zero displacement height and the vegetation roughness length, \( z_{veg} \) is the vegetation height, and \( z_a \) is the height at which the meteorological input data are measured.](image)

\[
\Gamma_{ca,a} = \frac{n_a D_{veg}}{z_{veg}} \exp\left(n_a \frac{d + z_{0v}}{z_{veg}}\right) \exp\left(-n_a \frac{d + z_{0v}}{z_{veg}}\right) \left(1 - \exp\left(-n_a \frac{d + z_{0v}}{z_{veg}}\right)\right)^{-1} \tag{22a}
\]

where \( n_a \) is a dimensionless eddy decay coefficient (3.0 for grass and 6.0 for coniferous forest in this study), \( D_{veg} \) is an eddy diffusion coefficient (m\(^2\) s\(^{-1}\)) at canopy height \( z_{veg} \), \( z_{0v} \) is the zero-plane displacement height (m), \( d \) is zero-plane displacement height (m), and \( z_{0v} \) is roughness length for vegetation (m, assumed the same for momentum, sensible heat, and latent heat). The conductance factor for atmospheric transfer \( \Gamma_a \) (m s\(^{-1}\)) is calculated using a logarithmic wind profile (Dolman, 1993):

\[
\Gamma_a = \frac{k_2 v_t \phi_{Ri}}{\ln\left(z_a / \tau_{0w}\right) \ln\left(z_a / \tau_{0g}\right)}
\]

where \( k = 0.4 \) is the von Karman constant (dimensionless), \( v_t \) is measured wind speed above the canopy (m s\(^{-1}\)), \( \phi_{Ri} \) is atmospheric stability correction factor (dimensionless), \( z_a \) is the wind speed measurement height (m), and \( z_{0g} \) is ground roughness length for latent heat (m). The atmospheric stability factor \( \phi_{Ri} \) is calculated from the dimensionless Richardson number \( Ri \) as (Moene and van Dam, 2014).
$\phi_{hi} = \begin{cases} (1-16R_i)^{0.75} & \text{unstable} \quad R_i < 0 \\ (1-5R_i)^2 & \text{stable} \quad 0 \leq R_i < 0.16 \end{cases}$ \[24\]

where 0.16 is the maximum allowed value of $R_i$ (Mahat et al., 2013). Finally, the leaf boundary conductance $\Gamma_{leaf}$ (m s$^{-1}$) is given by (Mahat et al., 2013)

$$\Gamma_{leaf} = \frac{0.02}{n_e} \sqrt{\frac{h_{wavg}}{d_{leaf}}} \left[ 1 - \exp\left( -\frac{n_e}{2} \right) \right]$$ \[25\]

where 0.02 has the unit of m s$^{-0.5}$, $h_{wavg}$ is the wind speed at the canopy height (m s$^{-1}$), and $d_{leaf}$ is the characteristic dimension of the leaves in the direction of wind flow (= 0.04 m in this study). Adjustments are made to the conductance factors when the ground is covered with snow. For example, $z_{0g}$ in Eq. [22a] is replaced by $z_{snow} + z_{0g}$ to account for the snow height $z_{snow}$ with the assumption that the decay coefficient $n_e$ remains unchanged. Also, $z_a$ in Eq. [23] (unvegetated) is replaced by $z_a - z_{snow}$ when the snow completely covers the vegetation, as might happen with grass. Note that alternative methods for calculating soil evaporation exist based on pore-scale analysis of the evaporation process (e.g., Orn et al., 2012). The macroscopic approach of Tang and Riley (2013) was used here because of its simplicity and because no additional parameters are needed. Other methods may be implemented in the future.

### Root Water Uptake

Previous versions of the model described root water uptake through a combination of the Vrugt et al. (2001) root depth distribution function and the Feddes et al. (1978) soil water pressure head based root water uptake reduction function (Kelleners and Verma, 2012). In this new model, the sink term for root water uptake is derived from the microscopic single root analysis of de Jong van Lier et al. (2008). Their analysis allows for compensated root water uptake and hydraulic lift, two potentially important processes that were not captured by the older models. The sink term in the new model is defined as

$$S_w = \frac{d (M_{avg} - M_0)}{R_0^2 - a^2 R_1^2 + 2 (R_0 + R_1) \ln \left( \frac{a R_1}{R_0} \right)}$$ \[26\]

where $M_{avg}$ is matrix flux potential at the average water content of the soil layer (m$^2$ s$^{-1}$), $M_0$ is matrix flux potential at the root surface (m$^2$ s$^{-1}$), $R_0 = 3 \times 10^{-4}$ m is root radius (m), $R_1$ is half the mean distance between individual roots (m), and $a = 0.53$ is relative distance from the root where the water content is equal to the layer average (dimensionless). The matrix flux potentials $M$ are defined as

$$M = \int_{h_{wp}}^{h_{a}} K_{wa} (b) \, db$$ \[27\]

where $h_{wp}$ is pressure head at the permanent wilting point (m). The half mean distance between individual roots is calculated as

$$R_l = \frac{1}{\sqrt{\tau L}}$$ \[28\]

where $L$ is root length density (m$^{-3}$). The values for $a$, $R_{wp}$, and $M_0$ are the same for all soil layers. Analytical expressions for calculating the matrix flux potential were given by de Jong van Lier et al. (2009). The root length density is calculated using the Vrugt et al. (2001) root depth distribution function. Root water uptake is calculated in several steps. First, the maximum root water uptake is calculated using $M_0 = 0$ in Eq. [26]. Then the potential transpiration rate is calculated based on the canopy energy balance (Kelleners and Verma, 2012), assuming zero water stress. Finally, the value of $M_0$ is calculated by comparing the maximum root water uptake and potential transpiration. A value of $M_0 = 0$ is used during periods of water stress when root water uptake cannot supply enough water to satisfy the atmospheric demand. This has the effect of maxing out the root water uptake for a given value of $M_{avg}$. In contrast, values of $M_0 > 0$ are calculated when there is sufficient water in the root zone.

### BARE SOIL LARGE WEIGHING LYSISIMETER EXPERIMENT

The numerical model was tested for bare soil conditions using 4 yr of data (October 2008–September 2012) from Lysimeter 2 of the Desert Research Institute Scaling Environmental Processes in Heterogeneous Arid Soils (SEPHAS) Large Weighing Lysimeter Facility in Boulder City, NV. The cylindrical lysimeter (2.26-m inner diameter, 3-m height) contains sand to loamy sand soil from nearby Eldorado Valley that was repacked to dry bulk densities and soil horizons found at the excavation site. The soil is classified as a sandy-skeletal, mixed, thermic Typic Torriorthent (Chief et al., 2009). The lysimeter was filled with air-dry soil between March and June 2008. Vegetation at the excavation site, about 5 km from the lysimeter facility, is dominated by creosote bush [Larrea tridentata (DC.) Coville], while no vegetation was allowed to grow in the lysimeter during the 4-yr data period. Soil physical characteristics of Lysimeter 2 are summarized in Table 1. The lysimeter is placed on a scale with an accuracy of ±300 g (equivalent to ±0.075 mm of precipitation or evaporation). Any plant growth was re-
moved by hand each spring and weighed. The associated plant mass was within the accuracy range of the lysimeter scale and no corrections were made to the lysimeter weight. Measured deep percolation from the bottom of the lysimeter was zero during the 4-yr study period. More details on the construction, layout, and operation of the lysimeter were provided by Chief et al. (2009).

The climate at Boulder City, NV (elevation 770 m above mean sea level), is characterized by low precipitation (141-mm annual average) and warm temperatures (13.7°C average annual minimum temperature; 25.4°C average annual maximum temperature) according to the closest Western Regional Climate Center meteorological station no. 261071. Half-hourly weather data (humidity, temperature, wind speed, atmospheric pressure, and precipitation) for the 4-yr calculation period were available from a weather station at the lysimeter facility. Fractional cloud cover was derived from the National Climatic Data Center station data for Henderson Executive Airport (about 16 km to the west of Boulder City at 750 m above mean sea level). Atmospheric turbidity data needed for the calculation of aerosol optical depth (Kellners et al., 2009) were derived from monthly solar radiation data from Desert Rock, NV (Augustine et al., 2008).

Only the top 250 cm of soil in the lysimeter was modeled because no sensor observations were conducted below this depth. Vertical grid spacing was 1 cm throughout the modeled domain. Soil water retention parameters for all six soil layers were determined at the University of Wyoming. Water retention in the dry soil range was measured using a WP4 dew-point potentiometer (Decagon Devices). Water retention in medium wet soil (−7 < b < −1 m) was measured using Tempe cells and the pressure-outflow method (Dane and Hopmans, 2002a). Water retention in wet soils (b > −1 m) was measured using hanging water columns (Dane and Hopmans, 2002b). Repacked soil was used in all cases. Gravimetric water contents were converted to volumetric water contents using the bulk density values of the lysimeter soil layers (mass of soil [<2-mm diameter] per field unit volume; Russo [1983]; Table 1). Saturated volumetric water content as calculated for the lysimeter soil layers was also included as a data point. Optimum values for \( \theta_{wr} \), \( \phi \), \( \alpha \), and \( n \) were determined using the solver tool in Microsoft Excel. The resulting parameters are shown in Table 2. Saturated hydraulic conductivity \( K_{vsh} \) was set at 100 cm d\(^{-1}\) for all soil layers based on unpublished results from tension infiltration experiments conducted by the Desert Research Institute. Finally, the exponent \( \lambda \) (Eq. [11a]) was fixed at 0.5 as recommended by Mualem (1976).

The top boundary condition for both water flow and heat transport was determined by the incoming precipitation and the surface energy balance (Kellners et al., 2009). The bottom boundary condition for water flow was free drainage. The bottom boundary condition for heat transport was a prescribed temperature as measured by a Model 229 Heat Dissipation Unit (HDU, Campbell Scientific) at the 250-cm depth. Our preferred bottom boundary condition for heat transport of a zero temperature gradient did not work well because the lower part of the lysimeter is situated in an underground chamber. This setup conflicts with the assumption of an infinite soil profile and strictly vertical heat transport. This is reflected in the measured soil temperatures in the lysimeter, which show only a muted time lag with depth in response to seasonal changes in the surface energy balance. With the prescribed temperature boundary condition, the heat transport in the lower part of the lysimeter is more constrained, allowing the model to better capture the observed temperature dynamics. Initial conditions for water flow and heat transport were determined using time domain reflectometry TDR 100–CS 605 water content data (Campbell Scientific) and HDU temperature data measured at the 5–(HDU only), 10-, 25-, 50-, 75-, 100-, 150-, 200-, and 250-cm depths. No parameter optimization was conducted for this study and the model was run using only default values.

Measured and calculated soil water content and soil temperature are shown in Fig. 2 and 3, respectively, for the 10-, 25-, 50-, 100-, and 150-cm depths. Measured and calculated lysimeter liquid water gain and weekly bare soil evaporation are shown in Fig. 4, with the measured values being derived from the lysimeter mass change with time. Measured and calculated bare soil evaporation rates were compared only for periods without precipitation to eliminate the impact of discrepancies between rain-gauge-measured and lysimeter-captured rainfall on the calculated and measured evaporation rates, respectively. Weekly evaporation rates were preferred over daily evaporation rates to increase the signal/noise ratio in the measured evaporation rates (measurement accuracy ± 0.075 mm). The calculated liquid water gain and evaporation in Fig. 4 are shown for the complete model (top row), for the model without vapor flow \( (K_{vsh} = K_{vT} = 0; \text{middle row}) \), and for the model without surface resistance \( (\Gamma_{y}^{-1} = \Gamma_{w}^{-1} \approx 0; \text{bottom row}) \).

The modeling statistics for the complete model with vapor flow and surface resistance are summarized in Table 3, where the root mean square error (RMSE) and ME are as defined by Green and Stephenson (1986). The maximum value for ME is 1. The model-calculated values are worse than simply using the measured mean when ME is <0. No modeling statistics are presented for lysimeter liquid water gain because later gain values are influenced by earlier gain values and therefore cannot be considered as independent values.

The ME values were variable for soil water content (0.32 \( \leq ME \leq 0.75 \)), relatively high for soil temperature (0.87 \( \leq ME \leq 0.90 \)).
ME ≤ 0.91), and intermediate for weekly bare soil evaporation (ME = 0.41). Figures 2 and 4 show that the lysimeter was gaining water while the soil moved toward a dynamic equilibrium after being packed dry between March and June 2008. In October 2012, at the end of the 4-yr simulation period, the wetting front was somewhere between the 200- and 250-cm depths (measured water contents not shown). The occasional significant dips in the calculated water contents at the 10-cm depth in Fig. 2 are due to short freezing events in winter when liquid water was transformed into ice. The two large "measured" condensation events in Fig. 4 (right column) may be due in part to missed precipitation events.

The soil temperatures were underestimated, especially during winter periods (Fig. 3). It appears that the chamber environment was keeping the measured temperatures artificially high during winter. The one-dimensional vertical model was unable to capture the true three-dimensional lysimeter environment, despite the prescribed temperatures that define the bottom boundary condition for heat transport. The change in lysimeter mass, expressed as liquid water gain in millimeters, due to incoming water from precipitation and outgoing water from evaporation was captured reasonably well by the model (Fig. 4, top left panel). The measured gain was 111 mm while the calculated gain was 95 mm during the 4-yr period. One contributing factor to the difference is that the lysimeter, with a surface area of 4 m², is more efficient at capturing precipitation than the rain gauge, which typically suffers from under-catch (Duchon and Biddle, 2010). A good example of this can be seen for December 2010 in Fig. 4, top left panel, when the measured liquid water gain during a period of high precipitation was significantly higher than the calculated gain.

Calculated evaporation rates for May to June were generally underestimated (Fig. 4, top right panel). This is also evident from Fig. 2, where calculated water contents at the 10- and 25-cm depths are consistently overestimated during May to June. It is difficult to determine whether these discrepancies were due to deficiencies in the surface energy balance equations, the coupled water flow–heat transport equations, the measured soil hydra-
lic properties, the Tang and Riley (2013) conductance factors, or a combination of these. Exclusion of vapor flow degraded the calculated evaporation rates, with ME decreasing from 0.41 (Fig. 4, top right panel) to ME = 0.37 (Fig. 4, middle right panel). Exclusion of surface resistance also degraded the evaporation rates, with ME decreasing to 0.36 (Fig. 4, bottom right panel). In addition, the RMSE increased from 1.20 mm wk\(^{-1}\) for the complete model to 1.25 mm wk\(^{-1}\) for both cases, confirming the reduced model performance. The underestimation of May to June evaporation rates even for the case without surface resistance (Fig. 4, bottom right panel) is surprising and requires further work, which was beyond the scope of the current study.

**RANGELAND SOIL FIELD EXPERIMENT**

The numerical model was also applied to a semiarid mixed-grass rangeland near Laramie, WY (elevation 2200 m above sea level, average annual temperature 4.7°C, average annual precipitation 300 mm). The soil at the study site is a fine-loamy, mixed, superactive, frigid Ustic Calcixerepts developed in alluvium on an old Pleistocene terrace of the Laramie River. Soil texture ranges from sandy loam for the top 10 cm to loam and sandy clay loam at depth. High percentages of CaCO\(_3\) are found in the subsurface. The vegetation consists mainly of cool-season grasses and is dominated by Sandberg bluegrass (*Poa secunda* J. Presl), prairie June grass (*Koeleria macrantha* (Ledeb.) Schult.), and western wheatgrass (*Elymus smithii* (Rydb.) Barkworth and D.R. Dewey). The site is grazed by both sheep (*Ovis aries*) and cows (*Bos taurus*) during short periods of the summer. A detailed description of the soil physical characteristics and the soil hydraulic properties for this site were provided by Kelleners and Verma (2012).

An older version of the model was applied to the same site for the July 2009 to October 2011 period (Kelleners and Verma, 2012; Kelleners, 2013). For the current study, the simulation period was extended to cover 5 yr (July 2009–September 2014). Climate data for 15-min intervals were from the Automated Surface Observation System (ASOS) at Laramie regional airport ~1 km from the site. Winter pre-
Precipitation data were corrected using daily manual observations from the Community Collaborative Rain, Hail, and Snow (CoCoRaHS) network. Atmospheric turbidity was estimated from average monthly values for Cheyenne, WY, as presented by Curtis and Grimes (2004). The parameters in the Vrugt et al. (2001) root depth distribution function were changed compared with those of Kelleners and Verma (2012) to correct an error and to improve performance for the 5-yr period. The new values are: maximum rooting depth $z_m = 1.0$ m; dimensionless empirical factor $P_z = -5$; empirical parameter $z^* = 1.0$ m. In addition, a vegetation height of 0.4 m, a maximum leaf area index (LAI) of 1.7 m$^2$ m$^{-2}$, and a soil profile root mass of 1.4 kg m$^{-2}$ was assumed (Jackson et al., 1996).

The simulated 3-m-deep soil profile had five diagnostic layers and was described using 52 nodes with grid spacing increasing from 1 cm at the surface to 50 cm in the subsurface. Soil hydraulic properties for the five layers were similar to those reported by Kelleners and Verma (2012). The top boundary condition was again the result of incoming precipitation and the surface energy balance. The bottom boundary condition for water flow was free drainage. The bottom boundary condition for heat transport was a zero temperature gradient. The initial conditions for water flow and heat transport as determined from HydraProbe impedance–temperature sensors at the 7.5-, 15-, 25-, 45-, and 65-cm depths (Stevens Water Monitoring Systems) also remained unaltered compared with the previous studies. No additional parameter optimization was conducted for the present study.

Measured and calculated soil water content, soil temperature, and snow height are shown in Fig. 5, 6, and 7, respectively, where the measured snow heights were observed manually at 30-d intervals using a meter stick. The modeling statistics are summarized in Table 4. The model performance was variable, with good performance for soil temperature ($0.92 \leq ME \leq 0.94$),...
intermediate performance for snow height ($ME = 0.57$), and relatively weak performance for soil water content ($0.05 \leq ME \leq 0.30$). These modeling statistics are similar to those of our previous studies, which used only 2 yr of data (Kelleners and Verma, 2012; Kelleners, 2013). The RMSE values for soil water contents of 0.03 to 0.04 m$^3$ m$^{-3}$ are only slightly above the measurement accuracy of ±0.03 m$^3$ m$^{-3}$ for the HydraProbe (e.g., Kammerer et al., 2014), suggesting that soil spatial heterogeneity and sensor calibration are significant contributing factors to the discrepancies between measured and calculated soil water content.

Systematic discrepancies between measured and calculated soil water content occurred mainly for the 45- and 65-cm depths (Fig. 5). The water content was generally overestimated at these depths. This was probably due to imperfections in the soil hydraulic properties (which were measured) and/or vegetation parameters (only partly based on measurements), in addition to the effects of soil spatial heterogeneity and sensor calibration as mentioned above. The calculated steep drops in (liquid) soil water content in winter were due to soil water freezing. These drops can also be observed in the measured values, albeit only when winter water contents were relatively high at the onset of freezing. Note that impedance probes, like most electromagnetic

<table>
<thead>
<tr>
<th>Depth</th>
<th>Soil water content RMSE m$^3$ m$^{-3}$</th>
<th>Soil water content ME</th>
<th>Soil temperature RMSE $^\circ$C</th>
<th>Soil temperature ME</th>
<th>Bare soil evaporation RMSE mm wk$^{-1}$</th>
<th>Bare soil evaporation ME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface</td>
<td>0.02</td>
<td>0.56</td>
<td>3.3</td>
<td>0.91</td>
<td>1.2</td>
<td>0.41</td>
</tr>
<tr>
<td>10 cm</td>
<td>0.02</td>
<td>0.32</td>
<td>3.0</td>
<td>0.89</td>
<td>2.8</td>
<td>0.87</td>
</tr>
<tr>
<td>25 cm</td>
<td>0.01</td>
<td>0.75</td>
<td>3.1</td>
<td>0.87</td>
<td>3.1</td>
<td>0.87</td>
</tr>
<tr>
<td>50 cm</td>
<td>0.02</td>
<td>0.41</td>
<td>2.6</td>
<td>0.87</td>
<td>2.6</td>
<td>0.87</td>
</tr>
<tr>
<td>100 cm</td>
<td>0.01</td>
<td>0.75</td>
<td>2.3</td>
<td>0.87</td>
<td>2.3</td>
<td>0.87</td>
</tr>
<tr>
<td>150 cm</td>
<td>0.01</td>
<td>0.75</td>
<td>2.3</td>
<td>0.87</td>
<td>2.3</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 3. Model statistics of root mean square error (RMSE) and modeling efficiency (ME) for soil water content, soil temperature, and the bare soil evaporation rate for October 2008 to September 2012 for Lysimeter 2 of the Desert Research Institute Large Weighing Lysimeter Facility in Boulder City, NV.

The good model performance for soil temperature (Fig. 6) suggests that the calculated canopy and surface energy balances are realistic for the mixed-grass ecosystem. Both the diurnal and seasonal trends were captured accurately. Snow

Fig. 5. Measured (black line) and calculated (gray line) soil water content at five depths for July 2009 to September 2014 for the mixed-grass rangeland at the University of Wyoming livestock farm, Laramie, WY.
height (Fig. 7) was clearly underestimated for the 2009–2010 winter season during our earlier studies when the model did not yet include snow water vapor flow or the exponential within-canopy wind profile (Kelleners and Verma, 2012; Kelleners, 2013). The new model now accurately captures the significant difference in snowpack height and duration between the 2009–2010 season and the subsequent four winter seasons. This is attributed mainly to increased turbulent fluxes in the new model, which reduce the diurnal temperature fluctuations in the snow (results not shown). The remaining discrepancies between measured and calculated snow heights may be due to uncertainties in the amount of snowfall, the transient nature of snow cover at this site, and the absence of lateral redistribution due to blowing snow in the model. The calculated soil moisture and soil temperatures in the new model show only minor changes compared with the previous model results (see Kelleners, 2013).

SNOW-DOMINATED MOUNTAINOUS FOREST SOIL

Finally, the numerical model was applied to a mountainous forest soil in the Medicine Bow National Forest (locally known as Snowy Range), about 50 km west of Laramie, WY (elevation 3000 m above sea level; average annual air temperature 1.0°C; average annual precipitation 1.40 m). The soil is a loamy-skeletal, mixed Typic Dystrochrept on a south-facing slope with a slope angle of 12.5°. The soil is underlain by fractured bedrock starting at roughly the 0.6-m depth. The soil is heterogeneous, with many cobbles and tree roots. The soil physical characteristics are summarized in Table 5. The vegetation is dominated by Engelmann spruce (Picea engelmannii Parry ex. Engelm.) and subalpine fir [Abies lasiocarpa (Hook.) Nutt.]. Average tree height, stand stem biomass, and maximum stand LAI were estimated to be 20 m, 12 kg m−2, and 5 m2 m−2, respectively (Jackson et al., 1996; Binkley et al., 2003). Relatively low values were chosen for stem biomass and LAI because the Medicine Bow forest is currently undergoing increased tree mortality due to a bark beetle epidemic.

Above-tree-level climate data for 15-min intervals were derived from 5-min weather data obtained from a Glacier Lakes Ecosystems Experiments Site (GLEES) tower, about 3 km to the northwest at 3200-m elevation (Frank et al., 2014). Precipitation was taken from the WY95 precipitation gauge at GLEES that measures both rain and snow. Atmospheric turbidity was estimated from average monthly values for Cheyenne,
The mass of roots, needed to calculate the root length, 0.6 m to at least capture the high root concentration in the top 0.6 m and few roots between 0.6 and 3.9 m, cannot be captured accurately with the Vrugt et al. (2001) function, despite its versatility. We therefore elected to limit the modeled root zone to 0.6 m, was estimated at 4.4 kg m\(^{-2}\) (Jackson et al., 1996). The resulting distribution, with a high root concentration between 0 and 0.6 m and few roots between 0.6 and 3.9 m, cannot be captured accurately with the Vrugt et al. (2001) function, despite its versatility. We therefore elected to limit the modeled root zone to 0.6 m to at least capture the high root concentration in the top 0.6 m. The mass of roots, needed to calculate the root length density \( L_0 \), was estimated at 4.4 kg m\(^{-2}\) (Jackson et al., 1996).

The soil and underlying bedrock were modeled using four layers. The 0.6-m soil profile was described using three layers, each 20 cm in thickness. The underlying bedrock was described using one layer up to a depth of 10 m below the soil surface. A total of 81 nodes was used, with a grid spacing of 1 cm in the soil layers (requiring 60 nodes) and a gradually increasing grid spacing with depth of up to 2.1 m for the bedrock (requiring 21 nodes). Water retention in the dry soil range was measured using a WP4 dew-point potentiometer (Decagon Devices). Water retention in medium wet soil (\(-10 < h < -1\) m) was measured using hanging water columns (Dane and Hopmans, 2002b). Repacked soil was used in all cases. Conversion of gravimetric to volumetric water contents was conducted using estimated dry bulk density values (mass of soil [<2-mm diameter] per field unit volume, Table 5) to scale the water retention data so that the model captured the field-measured volumetric soil water contents in the heterogeneous soil. The saturated soil hydraulic conductivity and pore connectivity values were estimated at 25 cm d\(^{-1}\) and 0.5, respectively. The hydraulic properties of the fractured bedrock in Table 6 were all estimated using a low value for porosity, a relatively high value for \( \alpha \) (early air entry on drying), and a relatively high value for \( K_{whs} \) (porosity connectivity = 0.5).

The simulation period covered August 2009 to September 2014. The top boundary condition in the model was again due to precipitation and the surface energy balance. The bottom boundary condition for water flow and heat transport was free drainage and a zero temperature gradient, respectively. Soil and snow monitoring at the site started in October 2009 where there was already some snow on the ground. The soil environment was monitored using HydraProbe impedance–temperature sensors at 10, 30, and 50 cm below the soil surface (Stevens Water Monitoring Systems). Snow height was monitored using a downward-facing SR50 acoustic distance sensor (Campbell Scientific). Initiating the simulation period in August instead of October has the benefit of well-defined soil conditions. At this stage in the season, the soil is generally dry and warm and the ice content is zero. Also, snow cover is unlikely. The initial soil conditions for August 2009 were estimated by using a preliminary model run and by taking the soil conditions for August 2014 as the initial conditions for August 2009.

### Table 4. Model statistics of root mean square error (RMSE) and modeling efficiency (ME) for soil water content, soil temperature, and snow height for July 2009 to September 2014 for the mixed-grass rangeland at the University of Wyoming livestock farm, Laramie, WY.

<table>
<thead>
<tr>
<th>Depth (cm)</th>
<th>Soil water content RMSE m(^3) m(^{-3})</th>
<th>ME</th>
<th>Soil temperature RMSE °C</th>
<th>ME</th>
<th>Snow height RMSE m</th>
<th>ME</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface</td>
<td>0.04</td>
<td>0.30</td>
<td>2.9</td>
<td>0.92</td>
<td>0.05</td>
<td>0.57</td>
</tr>
<tr>
<td>7.5</td>
<td>0.04</td>
<td>0.30</td>
<td>2.9</td>
<td>0.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.04</td>
<td>0.20</td>
<td>2.4</td>
<td>0.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0.03</td>
<td>0.28</td>
<td>2.4</td>
<td>0.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>0.04</td>
<td>0.12</td>
<td>2.1</td>
<td>0.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>0.04</td>
<td>0.05</td>
<td>2.0</td>
<td>0.93</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 5. Measured soil texture (<2-mm diameter), estimated soil dry bulk density \( \rho_b \) (mass of soil [<2-mm diameter] per field unit volume), and soil class for the south-facing mountainous forest site in the Medicine Bow National Forest, about 50 km west of Laramie, WY.

<table>
<thead>
<tr>
<th>Depth (cm)</th>
<th>Sand %</th>
<th>Silt %</th>
<th>Clay %</th>
<th>( \rho_b ) (g cm(^{-3}))</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–20</td>
<td>50</td>
<td>37</td>
<td>13</td>
<td>1.0</td>
<td>loam</td>
</tr>
<tr>
<td>20–40</td>
<td>50</td>
<td>35</td>
<td>15</td>
<td>0.7</td>
<td>loam</td>
</tr>
<tr>
<td>40–60</td>
<td>41</td>
<td>40</td>
<td>19</td>
<td>1.2</td>
<td>loam</td>
</tr>
</tbody>
</table>

### Table 6. Residual water content \( \theta_{wr} \), porosity \( \phi \), the shape parameters \( \alpha \) and \( n \) in the van Genuchten (1980) soil water retention function, and saturated hydraulic conductivity \( K_{whs} \) for the three soil layers and the underlying fractured bedrock at the south-facing mountainous forest site in the Medicine Bow National Forest, about 50 km west of Laramie, WY.

| Depth (cm) | \( \theta_{wr} \) cm\(^3\) cm\(^{-3}\) | \( \phi \) cm\(^{-1}\) | \( \alpha \) | \( n \) | \( K_{whs} \) cm d\(^{-1}\) |
|-----------|---------------------------------------|----------------|-------|-------|----------------|---|
| 0–20      | 0.0                                   | 0.351          | 0.038 | 1.277 | 25             |
| 20–40     | 0.0                                   | 0.218          | 0.030 | 1.280 | 25             |
| 40–60     | 0.0                                   | 0.440          | 0.074 | 1.261 | 25             |
| 60–1000   | 0.0                                   | 0.050          | 0.100 | 1.500 | 700            |
Measured and calculated soil water content, soil temperature, and snow height are shown in Fig. 8, 9, and 10, respectively. The modeling statistics are summarized in Table 7. The ME values were highest for soil temperature (0.85 \( \leq \) ME \( \leq \) 0.88), intermediate for snow height (ME = 0.57), and lowest for soil water content (0.06 \( \leq \) ME \( \leq \) 0.37). The soils at this site are heterogeneous with many cobbles and large roots. It’s therefore unrealistic to expect a perfect fit between measured and calculated soil water content. The relatively high RMSE values for soil water content, between 0.05 and 0.07 m\(^3\) m\(^{-3}\), reflect this as well. Large systematic errors in the calculated soil water contents can be observed during the spring melt in April to May 2011 and April to May 2014 (Fig. 8). The measured water contents increased with time, presumably due to incoming meltwater from the overlying snowpack. In contrast, the calculated soil water contents decreased due to a combination of limited snow meltwater input and gradually increasing root water uptake. The calculated average snow temperature during these periods was \(-2\) to \(-3\)°C, while the actual snowpack was probably isothermal.

The calculated snow height was significantly overestimated in the 2010–2011 winter. The overestimate was a little less severe than suggested by Fig. 10 because the actual snow height ex-
ceed the sensor height during this period, resulting in missing measured values. However, snow heights above 4 m probably did not occur. The high calculated snow heights are almost certainly due to the GLEES area, which served as the source for the precipitation data, receiving more snowfall than the study site. For example, a snow height of 3.8 m was measured manually at GLEES in April 2011. We applied a generic elevation correction to precipitation that did not capture the large differences in snow input between GLEES and our site during this event. Note that the non-zero height readings of up to 0.4 m during the summer periods are due to the acoustic sensor signal reflection of understory vegetation. The measured snow height was set to zero for the months of July and August for the calculation of RMSE and ME because snow cover is unlikely during these 2 mo. The understory vegetation was not simulated in the present model application.

Small systematic differences between measured and calculated soil temperatures can also be observed (Fig. 9). The calculated soil temperature at the 10-cm depth was often underestimated during the summer months. This may be due to the canopy energy balance method being used where Beer’s law is used to calculate the fraction of solar radiation that is being intercepted by the canopy. In reality, portions of the solar radiation beam may reach the surface without being intercepted because the canopy is not completely closed. This results in some locations being warmer than expected. This type of overestimation is most likely in the summer when the sun is relatively high in the sky. Vegetation change due to the ongoing bark beetle epidemic may also be a contributing factor. The delay in calculated soil warmup in June and July 2011 for all depths is due to the delayed melt of the snowpack for the 2010–2011 winter owing to the likely overestimation of snowfall during February 2011, as mentioned above.

CONCLUSIONS

The numerical model for coupled water flow and heat transport in soil and snow was applied to a warm bare desert lysimeter soil, a cold mixed-grass rangeland soil, and a snow-dominated mountainous forest soil. The combined simulation periods totaled >14 yr. Results for the bare lysimeter soil showed that the lysimeter mass change due to incoming precipitation and outgoing evaporation, expressed as liquid water gain, was captured reasonably well by the model (measured gain = 111 mm; calculated gain = 95 mm; ME for bare soil evaporation = 0.41). The comparison of measured vs. calculated soil temperatures was hampered by the lysimeter design, which allows three-dimensional heat transport that deviates from the one-dimensional heat transport as assumed by the model. Model performance for soil temperature was best for the mixed-grass rangeland soil, with ME ≥ 0.92 for all five depths. The model’s ability to simulate realistic snowpack heights was demonstrated for both the rangeland soil and the mountainous forest soil, where snow height was calculated with ME = 0.57 for both sites.

Calculating realistic soil water contents is a challenge and ME values varied considerably in this study, with 0.32 ≤ ME ≤ 0.75 for the bare soil, 0.05 ≤ ME ≤ 0.30 for the rangeland soil, and 0.06 ≤ ME ≤ 0.37 for the forest soil. Calculated water contents are sensitive to the prescribed soil water retention curves, which were measured in the laboratory. However, the translation to actual field conditions is challenging due to variations in gravel content (lysimeter soil), the presence of a dense CaCO3 layer (rangeland soil), and the presence of cobbles and large roots (forest soil). The process of hysteresis and the presence of macropores (neither included in the model) further add to the challenge, as do uncertainties about soil water sensor calibration and the distribution and activity of roots. It’s conceivable that the soil water ME values can be improved by optimizing the soil hydraulic (all three sites) and the vegetation parameters (rangeland and forest sites) using an inverse algorithm. This was beyond the scope of the current study but could be attempted in the future.

Overall, though, the model presented in this study was able to calculate realistic soil water contents for all three ecosystems. Advantages of the current model are the inclusion of all three water phases (ice, liquid, and vapor) in a physics-based approach, a realistic within-canopy exponential wind profile (Dolman, 1993), the inclusion of compensated root water uptake (de Jong van Lier et al., 2008), and the absence of an empirical reduction factor for soil evaporation (van de Griend and Owe, 1994; Tang and Riley, 2013). These attributes should allow application of the model to a variety of terrestrial ecosystems without the need for further calibration or parameterization.
for prior assumptions about the dominant processes. A disad-
advantage of the model is the computational effort required to solve
the coupled water flow and heat transport equations, and re-
search to solve these equations more efficiently is ongoing.

APPENDIX: DERIVATIVE TERMS

The derivative of liquid water content \(q\) (m\(^3\) m\(^{-3}\)) with respect to relative saturation \(S_h\) (dimensionless) for snow is

\[
\frac{dq}{dS_h} = \frac{(1 + SF - F) - (1 - F_0) \left( \frac{\rho_f}{\rho_s} \right)}{(1 - SF - F)^2}
\]

where \(F_c\) is mass of liquid water that can be retained per mass of
dry snow (kg kg\(^{-1}\)), \(\theta_s\) is ice content (m\(^3\) m\(^{-3}\)), \(\rho_f\) is ice density (kg m\(^{-3}\)), and \(\rho_s\) is liquid water density (kg m\(^{-3}\)). The derivative of
soil water surface tension \(\gamma\) (kg s\(^{-2}\)) with respect to temperature
\(T\) (°C) is (Bachmann and van der Ploeg, 2002)

\[
\frac{d\gamma}{dT} = -0.0001535
\]

The derivative of \(\theta_w\) with respect to soil water pressure head \(b\) (m) is (Mous, 1995; Radcliffe and Šimůnek, 2010)

\[
\frac{d\theta_w}{db} = \begin{cases} 
\alpha \phi^{\frac{\theta_w}{\theta_w}} m_n \left(-b\right)^{n-1}, & b < 0 \\
\alpha m \phi^{\frac{\theta_w}{\theta_w}} S_h^m \left(1 - S_h\right)^{(1-m)} - 1, & b \geq 0
\end{cases}
\]

where \(\alpha\) (m\(^{-1}\)), \(n\) (dimensionless), and \(m\) (dimensionless) are
empirical parameters in the van Genuchten (1980) water retention
function, \(\phi\) is porosity (m\(^3\) m\(^{-3}\)), and \(\theta_w\) is residual liquid water
content (m\(^3\) m\(^{-3}\)). The derivative of relative humidity \(H_r\)
(dimensionless) with respect to \(b\) is given by

\[
\frac{dH_r}{db} = H \left[ \frac{M_g \phi}{R(T + 273.15)} \right] \frac{1}{\theta_w} M^2 \left[ \frac{d\theta_w}{db} \right]
\]

where \(M_g\) is molecular mass of water (kg mol\(^{-1}\)), \(g\) is accelera-
tion due to gravity (m s\(^{-2}\)), \(R\) is the gas constant (J mol\(^{-1}\) K\(^{-1}\)), and \(M\) is molality at saturation (mol kg\(^{-1}\) of solvent). The deriva-
tive of \(H_r\) with respect to \(T\) is

\[
\frac{dH_r}{dT} = H \left[ \frac{-b M_g \phi}{R(T + 273.15)} \right] \frac{1}{\theta_w} M^2 \left[ \frac{d\theta_w}{dT} \right] + \frac{\phi}{\theta_w} M^2 \left[ \frac{d\theta_w}{dT} \right]
\]

The derivative of \(\theta_w\) with respect to \(T\) is (Kelleners, 2013)

\[
\frac{d\theta_w}{dT} = \begin{cases} 
-2a^2 T \left( \frac{\theta_s}{\theta_*} \right) \left( 1 - \frac{1}{1 + a^2 T^2} \right)^{-2} & \text{snow}, \ T < 0 \\
\left( \frac{\gamma_r}{g} T + 273.15 \right) \left( \frac{\phi \ RM}{\theta_*} \right) \left( \frac{d\theta_w}{dT} \right) & \text{soil}, \ T < 0
\end{cases}
\]

where \(a = 1000\) °C\(^{-1}\) is a constant with reported values of 100 to
1000 °C\(^{-1}\) (Jordan et al., 1999), and \(\gamma_r\) is the latent heat of fusion
(J kg\(^{-1}\)). Finally, \(d\theta_w/dT\) over ice and water is calculated using
sixth-order polynomials and data provided by Olson et al. (2013).
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