Development of high-resolution (250 m) historical daily gridded air temperature data using reanalysis and distributed sensor networks for the US Northern Rocky Mountains
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ABSTRACT: Gridded temperature data sets are typically produced at spatial resolutions that cannot fully resolve fine-scale variation in surface air temperature in regions of complex topography. These data limitations have become increasingly important as scientists and managers attempt to understand and plan for potential climate change impacts. Here, we describe the development of a high-resolution (250 m) daily historical (1979–2012) temperature data set for the US Northern Rocky Mountains using observations from both long-term weather stations and a dense network of low-cost temperature sensors. Empirically based models for daily minimum and maximum temperature incorporate lapse rates from regional reanalysis data, modelled daily solar insolation and soil moisture, along with time invariant canopy cover and topographic factors. Daily model predictions demonstrate excellent agreement with independent observations, with mean absolute errors of <1.4°C for both minimum and maximum temperature. Topographically resolved temperature data may prove useful in a range of applications related to hydrology, fire regimes and fire behaviour, and habitat suitability modelling. The form of the models may provide a means for downscaling future temperature scenarios that account for potential fine-scale topographically mediated changes in near-surface temperature.
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1. Introduction

The heterogeneity of climate in complex mountainous topography has emerged as an important challenge in hydrology and ecology. However, a paucity of long-term high-quality climate observations in mountainous regions limits a thorough understanding of spatiotemporal temperature variability in such regions (Minder et al., 2010) including differences in temperature trends by elevation (Mountain Research Initiative EDW Working Group, 2015). Gridded temperature products have been used to estimate temperature variability in mountainous regions, albeit at spatial scales inconsistent with the scale of many physical and biological processes in mountainous terrain (Millar et al., 2007). These data limitations challenge our ability to model hydrologic and ecological processes at appropriate scales, and have become increasingly important as scientists and land managers attempt to understand and manage for potential climate change impacts at actionable scales.

Mountains create steep gradients of moisture, energy and light that vary at a range of scales, resulting in spatial variation in near-surface air temperature over short distances. Much of the spatial variability in temperature in such environments can be attributed to variations in the atmospheric temperature profile, variability in shortwave and longwave radiation associated with slope geometry and incident solar radiation (Thornthwaite, 1961; Bristow and Campbell, 1984), as well as the influence of overstory vegetation in attenuating shortwave radiation and limiting longwave cooling at night (Geiger, 1966). The influence of shortwave radiation on daytime temperatures can be further mediated by variations in surface properties including ground moisture conditions via differences in latent and sensible heating (Bowen, 1926). Nocturnal cold air drainage (CAD) and pooling during favourable
syndic conditions can produce very pronounced gradients in minimum temperatures in regions of incised terrain (Dobrowski et al., 2009; Daly et al., 2010; Holden et al., 2011a).

A variety of methods have been used to create gridded temperature data sets at spatial resolutions fine enough to account for mountain climates. These include statistical methods, dynamical methods and hybrid dynamical-statistical methods. Statistical methods typically use the existing observations from long-term weather stations and empirical models that rely heavily on interpolation approaches to estimate temperatures at unsampled locations. Some correct for elevation using constant lapse rates of \(-6.5^\circ\text{C km}^{-1}\) (Willmott and Matsuura, 1995; Maurer et al., 2002), while others use thin plate spline models that account for latitude, longitude and elevation (Hijmans et al., 2005). The daily 1-km Daymet product uses geographically weighted regression to model daily varying linear lapse rates (Thornton et al., 1997; Thornton and Running, 1999). The Parameter Regression on Independent Slopes Model (PRISM; Daly et al., 2008) product uses local geographically weighted regression models to estimate temperature at 30 arcsec \((\sim 800\text{ m})\) and 2.5 min \((\sim 4\text{ km})\) spatial resolution, but weights observations by physiographic similarity to the prediction point as well. The ‘Topographic-Weather’ data set (TopoWx; Oyler et al., 2014) uses moving window regression Kriging and incorporates both elevation and land surface temperature derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) to estimate temperature at 800-m spatial resolution. Simple interpolation methods such as ClimateWNA (Wang et al., 2006, 2012) can be used to further smooth gridded 2.5-min PRISM data using finer resolution elevation data.

Dynamical models for obtaining high-spatial resolution meteorological surfaces rely on a regional numerical weather model (e.g. the Weather Research and Forecasting model). These models resolve physical processes governing mesoscale atmospheric dynamics and atmosphere–land surface feedbacks and are theoretically a superior means to obtain such information. However, the computational demands of dynamical models typically limit the output resolution to relatively coarse grids (e.g. \(>4\text{ km}\)).

Hybrid models integrate outputs from dynamical models or reanalyse products with observational or statistically derived data sets. Such hybrid models aim to correct for biases in dynamical modelling and refine their output to more localized scales. Examples of hybrid models that cover the continental US include the North American Land Data Assimilation System (NLDAS; Mitchell et al., 2004) that combined output from the North American Regional Reanalysis (NARR, Mesinger et al., 2006) and other sources to produce hourly output at a 12-km resolution, Abatzoglou (2013) who biased the corrected output from NLDAS-2 with monthly PRISM data to create daily output at a 4-km resolution and the Real-Time Mesoscale Analysis data (DePondeca et al., 2011) that generated output at 2.5–5 km grid cells.

Distributed networks of low-cost sensors have emerged as a promising tool for supplementing the limited observations of surface air temperature in mountains and have been used extensively to map spatiotemporal variability in temperature in montane regions (Lundquist and Cayan, 2007; Lundquist et al., 2008; Fridley, 2009; Holden and Jolly, 2011; Holden et al., 2011a, 2011b; Ashcroft and Gollan, 2012). While low-cost sensor networks are useful for short-term field studies and validating the existing data sets, development of long-term, high-quality data sets that integrate these observations may be challenging. First, data sets from sensor networks are likely to be temporally short (1–3 years) due to the battery life, limited memory and expense of maintaining these networks over time. Second, sensors are often distributed using various siting and instrumentation protocols that differ from standards for long-term reference weather stations, making it problematic to compare observations across networks.

Here, we describe the development of models for producing high-resolution historical gridded daily surface air temperature using observations from distributed networks of inexpensive sensors, historical weather station observations and reanalysis data for the Northern Rocky Mountains of the USA. Our approach considers a set of dynamic and static covariates that have established physical links to surface air temperature including solar insolation, soil moisture, local topography, canopy cover, geopotential height and humidity.

2. Materials and methods

2.1. Overview

Models for daily minimum (\(T_{\text{min}}\)) and maximum (\(T_{\text{max}}\)) temperature were developed for the US Northern Rocky Mountains \((42^\circ–49^\circ\text{N}, 105^\circ–118^\circ\text{W})\) covering Idaho, Montana and Northwest Wyoming. Models for \(T_{\text{min}}\) and \(T_{\text{max}}\) were developed separately, but each followed the same general three-stage approach described in more detail in the following sections. First, temperature was estimated by interpolating pressure-level free-air temperature and geopotential height from NARR to a digital elevation model (DEM) derived from the 30-m National Elevation Data Set (Gesch et al., 2002). Differences between surface observations and initial NARR estimates were then modelled using a suite of physically based spatial predictors extracted at the location of each weather station and sensor. These models were then applied to the study domain, and the residual errors were interpolated to create a daily offset that spatially corrects the initial temperature estimate from NARR. Model fitting was done using subsampled data from 1979 to 2012 and evaluated using an independent set of observations from permanent weather stations.

2.2. Temperature observations

2.2.1. Weather station observations

We used a data set of quality-assured and homogenized temperature observations from most major observational
networks in the US Northern Rocky Mountains (Figure 1) that includes the Global Historical Climatology Network stations (GHCN-D; Menne et al., 2012), Snowpack Telemetry (SNOTEL) stations and Remote Automated Weather stations (RAWS). These data were subjected to quality assurance (Durre et al., 2010), homogenization procedures described by Menne et al. (2009), and infilling methods described by Oyler et al. (2014). Homogenization was noted by Oyler et al. (2015) as being particularly important for temperature trends at SNOTEL stations because of the changes in instrumentation over time. Observations from the GHCN-D were excluded from the model fitting procedure for both $T_{\text{min}}$ and $T_{\text{max}}$ and were used only for model validation. This decision was made because we did not have confidence in the coordinate precision of some of these stations, which we felt could have impacted the accuracy of extracted estimates of fine-scale topographic predictors used for modelling.

2.2.2. Distributed sensor network data

Additional temperature observations were obtained from a large network of low-cost distributed temperature sensors deployed by the authors across the US Northern Rocky Mountains and Canada (Figure 1). In 2009, 535 Thermochron iButton temperature dataloggers (model 1922B) housed in two inverted plastic funnels (Hubbart et al., 2005; Hubbart et al., 2007) were distributed across western Montana and northern Idaho. In 2010, additional 1100 ThermoWorks Logtag® temperature dataloggers (model TRIX-8) were deployed across a larger domain, extending from the Boise Basin, Idaho to southern British Columbia. Logtags were housed in inexpensive solar radiation shields with performance characteristics comparable to commercially available non-aspirated Gill shields (Holden et al., 2013). In 2011, all iButton and Logtag dataloggers were retrieved, and each Logtag was replaced with a model TRIX-16 Logtag sensor. Owing to the larger storage capacity of the TRIX-16 model, these sensors remained in the field until summer 2013. Both Logtags and iButtons were distributed in a random stratified design within three classes of elevation and four classes of aspect, and at sites within 300 m of roads to facilitate rapid deployment. Sensors were installed directly on the north side of a tree at a height of 2 m to minimize the influence of direct solar heating. Owing to memory limitations of the sensors, both Logtags and iButtons were programmed to record temperature every 90 min, beginning at 0600 LST (1500 UTC). The location of each sensor was recorded using a field-grade Garmin GPS, with a minimum of 100 points collected and averaged at each site. All sensors were removed from the field between July and October 2013. Because of radiation biases associated with the funnel shield noted by Holden et al. (2013), iButton data were collected from summer 2009 to summer 2010 and only used for estimating nighttime minimum temperature. Additional information on methods used to screen sensor network data can be found in Supporting Information.

2.3. Spatial predictors

A suite of time-varying and time-invariant gridded spatial covariates were used as predictors in the models. These included the daily free-air lapse rate, daily solar insolation, daily soil moisture, CAD potential (CAD-P) and canopy cover (Table 1). Each variable was produced at 8 arcsec (~250 m) resolution, unless otherwise specified. Details about the development of each variable are given below.
2.3.1. Daily lapse rate modelling

Models for $T_{\text{min}}$ and $T_{\text{max}}$ rely on data from NARR, which is a regional atmospheric model that assimilates available data such as twice-daily radiosonde data and provides 3-h data at a 32-km resolution for a large number of atmospheric and surface hydrologic variables, including air temperature and geopotential height at 29 pressure levels. Owing to computational and storage constraints, we developed a method to reduce the temperature/height pairs from 32-km resolution NARR to a linear approximation while attempting to preserve the nonlinear features of the NARR free-air temperature profiles. Figure 2 shows how daily lapse rate adjusted temperatures were derived from 3-h NARR air temperature and geopotential height at the first 16 pressure levels (1000–550 mb). Figure 2A shows the extent of a single NARR cell. For each 32-km grid cell, the 3-h temperature/height/paired observations were interpolated using a local regression smoother (the R function loess) to a set of fixed elevations corresponding to the mean elevation of the different pressure levels (150 to 4950 m). Daily $T_{\text{min}}$ and $T_{\text{max}}$ free-air temperatures were then extracted at each elevation (Figure 2B). These values were interpolated to a 5-min (~8 km) resolution grid. Then, linear regression was used to estimate the lapse rate for $T_{\text{min}}$ and $T_{\text{max}}$ as a function of elevation derived from a DEM (Figure 2C). Data for the linear regression were limited to the set of fixed elevations falling within the elevation range of the 5-min grid cell and up to 2500 m. The goal of this step was to preserve nonlinear features in the NARR temperature profiles to better represent free-air temperatures across the wide range of elevations which can occur within a single 32-km NARR cell. This is evident in Figure 2, where nonlinear free-air profiles (Figure 2A) translate into spatial variation within the NARR grid cell domain (Figure 2B). Finally, the 5-min linear regression estimates were resampled with a cubic spline to the 8-arcsec grid and applied to the DEM to produce 250-m resolution gridded lapse rate-adjusted free-air temperatures (Figure 2D). Although the lapse rate estimation method attempts to preserve local variation in the reanalysis lapse rates, its linear form ignores local inversions. This is a potential limitation in the model, and one that could be particularly important for estimating $T_{\text{max}}$ in winter and spring, when persistent daytime inversions are common. Although we examined NARR temperature profiles, we found little evidence for inverted lapse rates in these relatively coarse data.

2.3.2. Solar radiation

Topographically adjusted daily incoming shortwave radiation grids were created at an 8-arcsec (~250 m) spatial resolution for the study domain by downsampling 32-km resolution NARR shortwave radiation. We followed the methods of Suri and Hofierka (2004), described in detail in Dobrowski et al. (2013), but with modifications to account for daily variation associated with cloud cover and bias in NARR downward shortwave radiation. Additional details describing the development of daily solar insolation grids are provided in Supporting Information.

2.3.3. Soil moisture model

To represent the influence of soil moisture on latent and sensible heat fluxes, we developed mean daily near-surface (0–10 cm depth) soil moisture grids using the Fast All-Season Soil Strength model (FASST; Frankenstein and Konig, 2004). FASST is a point-based energy balance model designed to estimate ground surface properties, including soil moisture, strength and temperature. FASST has a single-layer snow model that has been shown to perform well when compared with a well-established multi-layer snow model (Frankenstein et al., 2008). In addition, the model is quite flexible, and can be run at sub-hourly to daily time steps with outputs that can be retrieved at a range of user-defined depths. Additional details on the physical schemes implemented in the model can be found in Frankenstein and Konig (2004). Because FASST is a point-based model and computationally intensive to run daily at fine scale over the entire study domain, we ran the model daily across a systematic grid of 14 830 points and then interpolated predictions using a regression approach. FASST was run using daily minimum and maximum temperature, relative humidity, precipitation and wind speed inputs derived from Abatzoglou (2013). Daily fractional cloud cover was extracted from NARR for each point, and solar radiation was then calculated internally by the model using slope, aspect and elevation retrieved from a DEM. To produce fine-scale daily gridded soil moisture estimates, we performed a regression of FASST soil moisture at each model point using 7-day mean radiation and 7-day cumulative precipitation as predictors. Daily estimates were predicted to the 8-arcsec grid and the residual errors at the gridded FASST points were then interpolated using a two-dimensional thin plate spline model and added

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Description</th>
<th>Units</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>NARR $T_{\text{min}}$/$T_{\text{max}}$</td>
<td>Elevation-adjusted free-air $T_{\text{min}}$/$T_{\text{max}}$ from NARR</td>
<td>°C</td>
<td>NARR</td>
</tr>
<tr>
<td>smoist</td>
<td>FASST modelled 0–10 cm moisture</td>
<td>%</td>
<td>FASST</td>
</tr>
<tr>
<td>Hgt z</td>
<td>Normalized geopotential height</td>
<td>unitless</td>
<td>NARR</td>
</tr>
<tr>
<td>VPD</td>
<td>Vapour pressure deficit</td>
<td>Kpa</td>
<td>NARR</td>
</tr>
<tr>
<td>RH</td>
<td>Relative humidity</td>
<td>%</td>
<td>NARR</td>
</tr>
<tr>
<td>CC</td>
<td>MODIS canopy fraction</td>
<td>%</td>
<td>MODIS</td>
</tr>
<tr>
<td>Longwave</td>
<td>Downward longwave radiation at the surface</td>
<td>W m$^{-2}$</td>
<td>NARR</td>
</tr>
<tr>
<td>Solar insolation</td>
<td>Shade/cloud/aspect corrected net radiation</td>
<td>W m$^{-2}$</td>
<td>GRASS/r.sun</td>
</tr>
</tbody>
</table>

Table 1. Spatial and temporal predictors used for modelling minimum and maximum temperature.
2.3.4. Canopy cover
Canopy cover at each site was estimated using canopy fraction from the MODIS Vegetation Continuous Fields product (VCF; Hansen et al., 2003). The VCF data set provides 250-m resolution estimates of percent canopy cover globally. The maximum VCF value from 2009 to 2012 was extracted for each sensor and weather station location. The maximum (rather than mean or median) was selected because of variability in the number of uncontaminated pixels across the study domain. Canopy cover was thus assumed to be constant through time in the model.

2.4. Air temperature model fitting
2.4.1. Minimum temperature model
Daily $T_{\text{min}}$ was modelled using a three-stage approach with the goal of estimating the spatial (topographic) and temporal (synoptic climate) influences on minimum temperature, and their interaction. Our approach was to first model CAD-P under standardized synoptic conditions using local physiography, and then model daily NARR lapse adjusted $T_{\text{min}}$ anomalies ($\delta T_{\text{min}}$) as a function of CAD-P and its interaction with daily synoptic weather conditions. Finally, a daily offset was applied using relationships between predicted temperatures and withheld observations to correct for errors in the NARR. A graphical illustration of the modelling process is shown in
A static map of CAD-P was developed following Lundquist et al. (2008) and Holden et al. (2011b) whereby temperature observations from high-density observations are correlated with physiographic indices to produce maps estimating the spatial pattern of CAD and pooling. Our approach was to calculate the mean difference (\(\delta T_{\text{min}}\)) between \(T_{\text{min}}\) of surface observations and of NARR free-air temperature on a selected group of days with stable conditions favourable for CAD, and then model that temperature difference using a suite of physiographic indices derived from a DEM. To identify conditions associated with strong CAD, an initial stochastic gradient boosting model (GBM; Friedman, 2001, 2002) was used to model \(\delta T_{\text{min}}\) on a sample of data, with geopotential height, soil moisture and specific humidity as predictors. This model was used to identify a set of observations from 2010 to 2012 with predicted \(\delta T_{\text{min}}\) greater than \(-8^\circ\text{C}\), resulting in an average of 100 observations per station. Mean \(\delta T_{\text{min}}\) was calculated at each station and used as an estimate of CAD-P under standardized conditions (Figure S1). Next, a model was developed to predict the spatial pattern of CAD-P. Four terrain indices calculated using 15 window sizes (60 indices total) were evaluated as predictors of CAD-P. Similar terrain indices have been used for estimating terrain effects on minimum temperature (Holden et al., 2011a, 2011b; Pepin et al., 2011). The indices evaluated here included a topographic divergence index and local minimum maximum and standard deviation of the focal cell within a variable radius window, and are listed in the Table S1. GBMs were used to model CAD-P as a function of the terrain indices. Initially, all 60 terrain indices were evaluated as candidate predictors. A cross-validation using spatially independent groups was used to identify an optimal predictor set by iterative removal of variables with the lowest contributed explanatory power. The final CAD model included 12 predictor variables. Additional details of the model selection and cross-validation procedure are provided in Supporting Information. A map of the final CAD-P model can be found in Figure S6.

At the second stage of modelling, the time-varying intensity of CAD was characterized as a function of local synoptic climatic conditions, which we call the CAD intensity (CAD-I) model. The CAD-I model was fit as a linear model with \(\delta T_{\text{min}}\) as the response, and interactions between CAD-P and a set of daily climate/weather covariates as the explanatory variables. The daily covariates considered were relative humidity, specific humidity, vapour pressure deficit, longwave radiation, 700-mb geopotential height and modelled soil moisture (Table 1). Geopotential height is strongly correlated with air temperature, such that high pressure days tend to occur during warmer summer periods, potentially resulting in seasonal biases in modelled \(T_{\text{min}}\). We therefore also considered a normalized 700 mb height value calculated by subtracting the long-term (1979–2012) average geopotential height for each calendar day and dividing by the long-term standard deviation.

We used a two-stage procedure for selecting the final model for \(T_{\text{min}}\) from a list of candidate models. The candidate models included all possible combinations of the covariates considered, excluding those with more than one humidity or pressure metric, yielding a list of 95 possible models. In the first stage, we performed a 1000-fold repeated random subsampling validation, using spatially and temporally independent training and testing data. To generate each of the 1000 train/test data sets, we selected a random point within the study domain and a random year between 1979 and 2012. The nearest 25% of stations to the random point were selected, and a sample of data within a 3-year period centred on the test year was used as the test set, while a sample of data from the remaining stations and three other randomly selected years were used as the training data set. Each of the candidate models was fit to the 1000 training data sets and tested on the corresponding test sets without inclusion of the daily offset, and the accuracy statistics were collected and evaluated.

The 30 models with the lowest mean absolute error (MAE) in stage 1 were subjected to a second stage of testing. In the second stage, the top 30 models were fit using a simple random sample of 75% of stations and tested over the other 25% on a simple random sample of 1000 dates with inclusion of the daily offset. MAE for each date was calculated, and its mean value over the 1000 days was used to select the top model.

To predict actual daily \(\delta T_{\text{min}}\), daily CAD-I was multiplied by the static CAD-P to generate a fine-scale daily estimate of CAD. This was added to the free-air temperatures from NARR to obtain the predicted \(T_{\text{min}}\) and in a third stage of modelling (described below in Section 2.5) a daily offset was applied to each daily \(T_{\text{min}}\) whereby errors from observed and predicted \(T_{\text{min}}\) were projected over a 5-km grid. This daily offset was added to the NARR + CAD prediction to obtain a final gridded estimate of daily \(T_{\text{min}}\). The full modelling procedure is illustrated graphically in Figure 3.

In an attempt to more evenly weight the contribution of each unique location to the fit of the model, stations with more than 709 (mean number of observations per Logtag station) were randomly subsampled to include only 709 observations. This yielded a data set of approximately 1 million observations for model fitting.

2.4.2. Maximum temperature model

Daily \(T_{\text{max}}\) model form was similar to that of the \(T_{\text{min}}\) model. First, \(T_{\text{max}}\) was estimated using a lapse rate derived from NARR pressure-level data following the procedure described in Section 2.3.1. The residual temperature difference between surface observations and the lapse-estimated temperature (\(\delta T_{\text{max}}\)) was then modelled as a function of daily solar insolation, soil moisture and canopy cover. A model selection procedure identical to that used for \(T_{\text{min}}\) was applied to select the form of the final model. Additional details of the model fitting results for \(T_{\text{max}}\) and a
2.5. Daily offset error correction
After estimating the lapse-adjusted temperature and correcting for local terrain effects (radiation, canopy cover and soil moisture), temperature predictions were adjusted to account for daily errors in the model using a subset of independent withheld surface weather station observations. Predicted temperatures for each day were compared with station observations. These residual temperature errors were assumed to be primarily a product of errors in the reanalysis including lapse rate estimates, although it is possible that they could result from observation errors or unmeasured conditions. The residual error was then interpolated to a 5-km grid using a thin plate spline model with X and Y as predictors and then resampled to 8 arcsec resolution. The final temperature prediction for each day at each grid cell was then adjusted using the daily offset interpolated error surface. Maps of the daily offset grids averaged by month for the 1979–2012 period are provided in Appendix S4.

2.6. Model validation
Models for \( T_{\text{min}} \) and \( T_{\text{max}} \) were validated using a fivefold cross-validation to estimate error rates at each station. For each iteration, we selected 80% of the SNOTEL, RAWS and Logtag stations as training data, and reserved the remaining stations (including all GHCN-D) as testing data. A linear model was fit to the training data and applied daily (including estimation of the daily offset using the training stations only) over the full time period to collect a full error history at each of the withheld test stations. This was repeated five times, and errors were summarized by station. Model accuracy is reported as MAE between model predictions and withheld data at each station.

An additional validation was performed for the purpose of comparing our modelling results to those from TopoWx (Oyler et al., 2014). To arrive at a valid comparison, we fit a single model using all data, but withheld the Logtag and iButton data when fitting the daily offset in order to avoid the unfair advantage of including additional data. Our objective here was primarily not only to evaluate whether fine-scale topographic variation in the predicted temperature grids was capturing real terrain-scale effects, but also to better understand potential bias associated with the use of low-cost sensors.

3. Results and discussion
3.1. Model selection results and error statistics
The overall cross-validated MAE for the daily maximum temperature model is 1.02 °C. Error distributions for \( T_{\text{max}} \) at withheld stations are shown in Figure 4 and subset by data source. The model for \( T_{\text{max}} \) includes coefficients for solar radiation, soil moisture, canopy cover and the interaction between soil moisture and radiation. Partial response plots for predictors in the \( T_{\text{max}} \) model developed from
Figure 4. MAE and bias for maximum temperature at independent withheld stations separated by station type. Mean error rates are driven higher by a small number of stations with very large MAE, which we suspect is because of poor locational information.

Figure 5. Partial response plots for predictor variables used in the model for $\delta T_{\text{max}}$, the difference between observed and NARR $T_{\text{max}}$.

the linear regression model are shown in Figure 5. The response curves for each variable reflect expectations of the physical responses of surface heating to interactions between topography and atmospheric variables. Temperatures were warmer at sites with higher solar insolation with a dampened response at higher (wetter) levels of surface soil moisture. As expected, $T_{\text{max}}$ is lower (cooler) under higher canopy cover (Figure 5). Because NARR-derived lapse rates are used as an initial estimate of temperature, implicitly maximum temperature decreases with increased elevation.

Cross-validated error summaries for the daily $T_{\text{min}}$ estimates are shown in Figure 6. The model for minimum daily temperature includes coefficients for CAD-P, standardized 700 mb heights, relative humidity, long-wave radiation and soil moisture. Partial response plots developed from the regression model for minimum temperature are shown in Figure 7. CAD and pooling effects are stronger under stable, high pressure conditions and with decreased atmospheric moisture. The influence of humidity and longwave radiation is small, but significant ($\sim 0.8^\circ\text{C}$ for humidity and $0.4^\circ\text{C}$ for longwave radiation). The use of height and humidity fields from NARR provides a means of accounting for spatiotemporal variation in the magnitude of CAD (Holden et al., 2011a). The soil moisture term in the $T_{\text{min}}$ model likely reflects the influence of moisture content in the upper soil layers on the magnitude of daytime ground heating and the resulting energy exchange between the ground and atmosphere at night (Whiteman, 1982).

3.2. Comparison with the existing data sets

Comparisons of model predictions with the existing gridded data sets provided by PRISM (Daly et al., 2008) and TopoWx (Oyler et al., 2014) resampled to an 8-arcsec grid reveal fine-scale variation of near-surface air temperature that is not captured at the 800-m resolution of these products. Difference maps for both $T_{\text{max}}$ and $T_{\text{min}}$ for the Bitterroot Mountains, Montana, are shown in Figure 8. Strong insolation effects are evident, with more than 2 $^\circ\text{C}$ differences on north and south facing slopes. Analysis of withheld Logtag data revealed that predictions from our model show less bias with respect to solar insolation (Figure 9). Difference maps for $T_{\text{min}}$ for the August 1981–2010 normal period reveal cold air pools in narrow valleys and narrow thermal belts above the valley floor.
The interaction between soil moisture and solar insolation reflects an important but previously undescribed source of fine-scale (<1 km) spatiotemporal variation in daytime air temperature. Solar insolation varies daily and seasonally as a function of cloud cover, aspect and solar position, and also drives aspect-scale variation in soil water balance. Soil moisture varies as a function of precipitation amount and timing, as well as slope position and temperature. These factors influence the timing of snowmelt (Lundquist and Flint, 2006; Holden and Jolly, 2011), which in turn influences the onset of soil drying (Harpold et al., 2014). A number of factors, including lower solar insolation and delayed snowmelt timing, decrease evapotranspiration on shaded slope positions and at higher elevations. Moisture retention on more mesic slopes, combined with lower incident radiation, could result in seasonally varying temperature differentials on cool versus warm aspect positions. FASST is a point-based model, and although it does capture differences in solar radiation associated with slope geometry, the internal radiation calculations do not consider shading by adjacent terrain, which would contribute further to local radiation influences on modelled soil moisture. Thus, our model likely underestimates the magnitude of aspect-scale variation in near-surface soil moisture. The daily mean insolation maps developed as a predictor for $T_{\text{max}}$ would have been difficult to incorporate sensibly into the FASST model, which was run at a twice daily time step. Improved modelling of fine-scale moisture patterns could ultimately result in better characterization of the surface air temperature response to interactions between insolation and ground moisture.

The inclusion of canopy cover as a predictor of surface air temperature represents a potentially useful advance for some ecological or hydrologic applications. For example, canopy-adjusted temperatures could be useful for understanding near-surface, sub-canopy processes.
such as fuel moisture and fire danger modelling (Holden and Jolly, 2011), predicting climatic controls on tree recruitment (Dobrowski et al., 2015) or modelling snowpack dynamics beneath a forest canopy. However, use of canopy cover estimated from satellite imagery as a predictor is also problematic, particularly at the spatial resolution of this analysis, as many of the RAWS and SNOTEL stations used in our analysis sit in partial forest openings that may not be reflective of the relatively coarse satellite-derived estimate. The use of canopy cover extracted at this resolution is further complicated by the fact that each low-cost sensor was installed on a live
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during exploratory analysis and model development, we did find that inclusion of low-cost sensors improved the accuracy of predictions to withheld data regardless of time period or sensor type. The utility of these data may arise in part because these sensors were intentionally sited to capture topographic variation in temperature (i.e. on north and south-facing slopes at a range of elevations) presently not well represented by long-term stations. Furthermore, while RAWS and SNOTEL data are increasingly treated as high-quality weather stations and are included in several gridded climate data sets (PRISM, Daymet and TopoWx), they are also often sited near or within forest canopies using passively aspirated radiation shields and using sensors and siting characteristics that changed over time (Oyler et al., 2015). Additionally, RAWS and SNOTEL sensors were not explicitly sited to capture terrain-scale influences on temperature. On the contrary, RAWS were deployed primarily on low-elevation, south-facing sites to capture worst-case fire conditions, while many SNOTEL stations are located at relatively flat, high-elevation saddles.

The models presented here offer several important advances over existing gridded air temperature products. Their spatial resolution is relatively fine compared with the existing data sets, and thus captures information about insolation effects on daytime temperature and CAD patterns in narrow valleys at night. Short duration local studies have noted the potential for using variable lapse rates and/or solar insolation to estimate daytime temperature (Daly et al., 2007; Huang et al., 2009; Frei, 2014). Our models extend this concept by incorporating a suite of variables including lapse rates, atmospheric pressure, shortwave radiation and humidity from reanalysis data. The form of the models, while still empirical, separately estimates the primary physical characteristics of terrain-climate interactions and their variation over time. Statistical models that interpolate air temperature using existing observations presumably integrate these sources of spatial variation which are implicit in the observations. However, they will have a limited ability to transfer those effects forward or backward in time to periods where no observations are available. In contrast, these hybrid models offer a potential empirical approach for downscaling outputs from global or regional climate models with empirical functions that resolve topographically mediated interactions between the land surface and atmosphere.

4. Conclusions

There is a growing awareness among researchers and resource managers of the need for data sets that capture topographic influences on surface air temperature. In regions of complex topography, the available gridded climate data sets may be too coarse to capture the effects of insolation and CAD and pooling. This study describes the development of daily gridded minimum and maximum temperature data sets at a resolution of ~250 m for the

Figure 9. Mean annual model bias for $T_{\text{max}}$ and $T_{\text{min}}$ at independent Logtag temperature sensors. Model $T_{\text{max}}$ shows very little bias with respect to CAD-P, while TopoWx underpredicts $T_{\text{min}}$ at sites with mild CAD-P, which correspond to the mid-elevation thermal belts evident in Figure 7. Both models overestimate $T_{\text{max}}$, which is likely an artefact of sensor placement next to trees. TopoWx appears to be overestimating $T_{\text{max}}$ on shaded slopes with lower solar insolation.
US Northern Rocky Mountains. Model outputs are of the highest spatial resolution currently available for data sets covering regional scales or larger. While the accuracy of this data set is difficult to compare directly with others, error rates were shown to be relatively low in a climatically complex region. The form of the models account for many of the physically based sources of spatial and temporal variations in surface air temperature and suggest the potential for developing future temperature predictions from coarse resolution general circulation models that account for fine-scale topographically mediated changes in surface air temperature.
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Figure S1. Station mean $\delta T_{\text{min}}$ under stable and well-mixed conditions. The former was used as an estimate of CAD-P, the response for the second stage of modelling. Insets show the Bitterroot valley, Montana and transect of iButtons in the West Fork drainage of the Bitterroot traversing the valley floor to a ridgetop with a maximum sensor elevation of 1670 m.

Figure S2. Model error rate versus number of covariates for two forms of cross-validation. The y-axis denotes the change in cross-validated MSE with changes in the number of predictors included in the model. The two red lines indicate the MSE of the full model, and the variability of that statistic between the cross-validation folds of the full model. The first method, shown in the upper plot, uses a simple random sample for cross-validation groups while the lower plot shows CV error using spatially independent groups. In the top plot, spatial autocorrelation of the response and predictors results in an artificially low error rate, while the lower plot shows a more realistic error rate. The use of spatially independent validation data appears to give an implicit penalty for overfitting.

Figure S3. Partial response curves for the final model. Predictors are described in Table S1.
Figure S4. The top four two-way interactions in the final model.
Figure S5. Observed versus predicted CAD-P from the final model.
Figure S6. Raster prediction of CAD-P from the final model.
Figure S7. The relationship between modelled CAD-P and the difference between station mean $\delta T_{\text{min}}$ under well-mixed conditions for the Bitterroot Valley, Montana. The inset shows the same West Fork Bitterroot transect as in Figure S1.

Figure S8. Diagram illustrating the procedure for estimating $T_{\text{max}}$ using reanalysis and observations. Dark grey boxes indicate intermediate or final gridded outputs. Light grey boxes denote statistical models.

Figure S9. Monthly mean daily offset error grids applied for $T_{\text{max}}$ during 1979–2012.
Figure S10. Monthly mean daily offset grids for $T_{\text{min}}$ during 1979–2012.
Figure S11. As for Figure 8 in the main article but with model $T_{\text{max}}$ and $T_{\text{min}}$ resampled to the 30 arcsec resolution of PRISM and TopoWx.
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