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Abstract. Pressure pumping at the Earth's surface is caused by short-period atmospheric turbulence, longer-period barometric changes, and quasi-static pressure fields induced by wind blowing across irregular topography. These naturally occurring atmospheric pressure variations induce periodic fluctuations in airflow through snowpacks, soils, and any other porous media at the Earth's surface. Consequently, the uptake or release of trace gases from soils and snowpacks is a combination of molecular diffusion and advection forced by pressure pumping. Using model-estimated fluxes, this study attempts to quantify the influence that turbulent pressure fluctuations with periods between 0.1 and 1000 s can have on the rate of exchange of \( \text{CO}_2, \text{N}_2\text{O}, \) and \( \text{CH}_4 \) through a seasonal snowpack. Data for this study were collected at a forested subalpine meadow site in the Rocky Mountains of southern Wyoming, during February 1995 when the snowpack was distinctly layered and approximately 1.4 m deep. The data include mole fraction of \( \text{CO}_2, \text{N}_2\text{O}, \) and \( \text{CH}_4 \) just above and at the base of the snowpack, several profiles of \( \text{CO}_2, \text{N}_2\text{O}, \) and \( \text{CH}_4 \) mole fraction in the top 1 m of the snowpack, and a profile of snowpack density and tortuosity. Turbulent atmospheric pressure-pumping fluctuations, sampled at approximately 11 Hz for several hours, were obtained with a fast response differential pressure sensor. A one-dimensional steady state diffusion model and one- and three-dimensional time-dependent pressure-pumping models are used to estimate the gas fluxes through the snowpack. Boundary conditions are provided by grab samples just above the snowpack and at the soil/snow interface. The pressure-pumping models are driven by the observed pressure fluctuations, and all models include the observed layering of the snowpack. As with previous studies the present results indicate that the effects of pressure pumping are diminished with increasingly strong gradients. Furthermore, we conclude that unless pressure pumping influences the gas concentrations at the boundaries of the snowpack, it appears unlikely that it can significantly impact the rate of gaseous diffusion through the snowpack. Even two- and three-dimensional effects, which can have a significant short-term impact on the fluxes and concentration profiles, are nearly eliminated when averaged over a period of hours. It is also suggested that vertical layering is important for three-dimensional pressure-pumping studies and that the time-dependent temperature term, which is traditionally ignored when modeling dynamic pressure variations, may in fact be dominant in some situations and probably should be incorporated in future modeling studies of pressure pumping.

1. Introduction

Because global increases in \( \text{CO}_2, \text{N}_2\text{O}, \) and \( \text{CH}_4 \) may significantly affect the global climate, stratospheric ozone, and global atmospheric chemistry [Houghton et al., 1990; Turco, 1992], much effort has been directed toward identifying the processes and interactions that influence the soil's uptake and release of these gases. Even during the wintertime, these gases can be produced or consumed by snow-covered soils [Sommerfeld et al., 1993; Zimov et al., 1993]. By causing air to move through snowpacks, pressure pumping is a potentially important process for the exchange of heat [Colbeck, 1989; Albert and Hardy, 1995], aerosols [Gjessing, 1977; Cunningham and Waddington, 1993], and trace gases [Massman et al., 1995] between the atmosphere and the snow-covered surface. In general, atmospheric pressure pumping at the Earth's surface is ubiquitous in time, ranging on a scale of days [Massmann and Farrier, 1992] to fractions of a second [Clarke et al., 1987], and ubiquitous with location [e.g., Sorrells et al., 1971; Bovsheverov et al.,]
study extends the results of Massman et al. [1995] to include (1) \( \text{N}_2 \), \( \text{O}_3 \), and \( \text{CH}_4 \), (2) a derivation of the advective-diffusive equations that form the basis of the pressure pumping model in a manner that is consistent with Graham's law [e.g., Farr, 1993], and (3) an exploration of some of the differences between one-dimensional (1-D) and three-dimensional (3-D) models of pressure pumping in snowpacks.

2. Materials and Methods

2.1. Site Description

Data for this study were obtained between February 22 and 24, 1995, at a subalpine wet meadow site (elevation 3186 m) within the larger Glacier Lakes Ecosystem Experiments Site (GLEES) (41°20'N, 106°20'W), located in the Rocky Mountains of southern Wyoming about 70 km west of Laramie, Wyoming. Musselman [1993] and Massman et al. [1995] give a more detailed description of the geology, soils, vegetation, and topography of GLEES. The approximately 0.5 ha meadow is surrounded by subalpine forest composed of trees between 15 and 20 m in height. Although the average winter wind speed at the GLEES site is about 10 m s\(^{-1}\), the sheltering effect of the trees reduce the mean wind speeds within the meadow to between 1 and 4 m s\(^{-1}\). Nevertheless, blowing and drifting is common, so snow depth can vary significantly within the meadow. However, during the time of the experiment the drifting was such that the axis of the major wind-created topographical features was approximately perpendicular to the wind direction. Figure 1 is a schematic of the meadow site and the experimental setup, and provides some detail on the snow depth around the meadow.

2.2. Data

2.2.1. Pressure measurements. Turbulent pressure fluctuations were archived after sampling almost continuously at 11 Hz on two separate occasions. The first (or phase I) was from 2200 LT on February 21 through 0600 LT on February 24, and the second (or phase II) was from 2200 LT on March 7 through 0300 LT on March 8, 1995. The pressure data collected during the later period is used for model sensitivity analyses. These data were obtained with a differential pressure transducer [Cook and Bedard, 1971] attached to two lengths of a laser-perforated hose (a common garden hose known as a “soaker” hose) attached in series. The hoses were then laid over 10–15 m\(^2\) of snow surface. The effects of a 100-s high-pass filter, designed to be part of the instrument, were removed using numerical techniques before using the pressure data to drive the model. Any residual effects associated with weak temperature sensitivity of the instrument or standing pressure waves induced by variations in the snow depth are removed from the pressure data by eliminating the mean offset in pressure for every half hour of data.

Nevertheless, because the hose averages the pressure signal over a finite area, sampling turbulent pressure fluctuations with a hose attenuates some of the high-frequency components present in the data [Bovsheverov et al., 1973]. On the other hand, these high-frequency components (0.1–10 Hz) may not be too important for pressure pumping [Albert, 1993]. The effects of this loss will be discussed in a later section by comparing spectra of the pressure data obtained with the soaker hose to pressure data obtained with the “Quad-Disc” [Nishiyama and Bedard, 1991], which is designed to sample ambient atmospheric pressure fluctuations at a single point. The
was then estimated from hydraulic conductivity profiles. Similar to Winston et al., they were then screened to remove obvious outliers and averaged to produce, at each of the three locations, a single concentration profile for each of the three gases studied. Snow depth varied between 1.16 and 1.68 m at the three sampling locations, and the farthermost locations were separated by 15–20 m (Figure 1). Data from these three locations are used to indicate the spatial variation of the fluxes.

Profiles of snow density and texture were obtained on February 24 from a snow pit (Figure 1). The snow depth at the snow pit location was 1.16 m. In addition, we also preserved snow samples in dimethyl phthalate [Perla, 1982] for later analysis of snowpack tortuosity profiles. Similar to Winston et al. [1993], we cut, polished, and prepared the sections in the cold room for imaging. After classifying the digitized images into air and ice phases, we averaged 10 streamlines constructed through the pore space to evaluate tortuosity. Although tortuosity is a property of a three-dimensional matrix, we believe that, providing the snowpack is not extremely anisotropic, this method can be used to accurately estimate tortuosity.

Two soil cores were taken during fall 1994 at the meadow site (Figure 1) and analyzed for profiles of bulk density, texture, and saturated hydraulic conductivity. Soil air permeability was then estimated from hydraulic conductivity profiles.

2.3. Model Formulations

2.3.1. Atmospheric pressure pumping (1-D) and general considerations. The model equations used in this study are based on the advective-diffusive equations used to describe the flow of a gas through a porous medium. The 1-D version of these equations is given below, and the 3-D version is developed in the next section.

\[ v = - \frac{k \partial p}{\mu \partial z} \]  
\[ \eta c \frac{\partial c}{\partial t} = -c \frac{\partial (c v)}{\partial z} + \frac{\partial}{\partial z} \left( c \eta D \frac{\partial c}{\partial z} \right) \]  
\[ \eta \frac{\partial \eta}{\partial t} = -\frac{\partial (c v)}{\partial z} \]  

Here \( t \) is time, \( z \) is depth measured from the snow surface, \( v \) is advective velocity, \( k \) is the permeability of the medium, \( \mu \) is the dynamic viscosity of air, \( p \) is the fluctuating component of the pressure, \( \eta \) is the porosity of the medium, \( \chi \) is the mole fraction of gas moving through the medium (ppmv or ppbv), \( c \) is the total molar concentration of air and trace gas, \( \tau \) is tortuosity of the medium (here we define tortuosity such that \( 0 < \tau \leq 1 \)), and \( D \) is the binary diffusivity of a given gas in air. In general, because snowpacks are layered, \( k, \eta \) and \( \tau \) are all considered as functions of depth; on the other hand, however, because the duration of this experiment is only a few hours, we assume that \( k, \eta \) and \( \tau \) are not functions of time.

Equation (1) is Darcy's law; (2) is the conservation of mass for \( \text{CO}_2, \text{N}_2\text{O}, \) or \( \text{CH}_4 \); and (3) is the conservation of mass for air. The more familiar form of (3) is usually expressed in terms of \( p \), as will be discussed below. Equations (2) and (3) are approximations of the more exact transport equations used to describe the advective-diffusive transport of a binary gas through a porous medium. The exact equations are given in the appendix along with a discussion of the approximations made when deriving (2) and (3). In this study the concentrations of \( \text{CO}_2, \text{N}_2\text{O}, \) and \( \text{CH}_4 \) are so dilute that we treat each gas independently of the other two. Darcy's law also assumes laminar flow within the snowpack pore space. In addition to this, (1)–(3) do not include Knudsen effects, gravitational settling, or viscous flow [e.g., Farr, 1993], all of which are expected to be unimportant for this study.

Substituting the ideal gas law, \( c = P/R T \), and (1) into (3) yields the following equation for \( p \):

\[ \frac{\partial p}{\partial t} = \frac{TP_0}{\eta} \frac{\partial}{\partial z} \left( k \frac{\partial p}{\mu \partial z} \right) + \frac{\partial P}{\partial T} \left( \frac{TP_0}{T} \right) \]  

where \( R \) is the universal gas constant, \( T \) is temperature (in kelvins), \( P_0 \) is the nonvarying or time-independent ambient background pressure (\( P_0 \approx 70 \text{kPa during the experiment} \)), and \( P \) is the total ambient pressure (i.e., \( P = P_0 + p \); in general, \( P_0 \gg p \) can be assumed). Except for the temperature gradient and time-varying temperature term, (4) is the usual formulation of the one-dimensional dynamic pressure equation [e.g., Massmann and Farrer, 1992; Clarke et al., 1987]. For the present we do not include the term \( (P_0/T)(\partial T/\partial t) \) in the model, although we do include it in the sensitivity analyses. We defer further consideration of this term until the end of this section. Consequently, the 1-D version of the snowpack pressure used in this study is

\[ \frac{\partial p}{\partial t} = \frac{TP_0}{\eta} \frac{\partial}{\partial z} \left( k \frac{\partial p}{\mu \partial z} \right) \]  

This formulation includes the temperature gradient effects because the measured snowpack and soil temperatures are input directly into the model.

Snow permeability, dynamic viscosity, and diffusivity are modeled as follows:

\[ k = k_0 \exp (-9.57 \rho_{\text{snow}}) \]  
\[ \mu = \mu_0 \left( \frac{T_{33} + T_{130}}{T + T_{130}} \right)^{3/2} \]  
\[ D = D(0) \left( \frac{P_{10}}{P_0} \right)^{121} \]  

where \( k_0 = 1.096 \times 10^{-8} \text{ m}^2 \) and \( \rho_{\text{snow}} \) is the measured snowpack density in megagrams per cubic meter or grams per cubic
centimeter (we restate here that $\rho_{\text{snow}}$ can vary with depth within the snowpack), $\rho_{\text{snow}} = 1.8532 \times 10^{-3} \text{ kg m}^{-3} \text{s}^{-1}$ (for computational purposes, note that 1 kg m$^{-3}$ s$^{-1}$ = 1 Pa s), $P_{0}$ is sea level pressure = 101.3 kPa, $D(0)$ is the binary diffusion coefficient of the trace gas in air at 0°C, $T_{0} = 273.15 ^\circ $K, $T_{23} = T_{0} + 23 ^\circ $K, and $T_{120} = 120 ^\circ $K. Here (6) is taken from Sommerfeld and Rocchio [1993] and (7) and (8) are from List [1971]. The diffusivity $D(0)$ of CO$_2$ in air is taken to be 0.139 $\times$ 10$^{-4}$ m$^2$ s$^{-1}$ [Hodgman and Lange, 1925], and $D(0)$ for methane is taken as 0.196 $\times$ 10$^{-4}$ m$^2$ s$^{-1}$ [Roberts, 1972]. Measurements of the diffusivity of N$_2$O in air suggest that $D(0)$ for N$_2$O differs by less than 3% from $D(0)$ for CO$_2$ within the snowpack, $\Delta D(0)$ = 1.853 2 x 10$^{-5}$ kg m$^{-3}$ s$^{-1}$ (for merfeld and Rocchio [1993] and (7) and (8) are from List [1971].

The 1-D pressure-pumping model equations (1), (2), and (5) are solved numerically by finite difference methods to produce half-hourly flux estimates on February 22, 1995, between 0530 and 2030 (MST). We use the forward implicit method for the time differencing and a second-order mass conserving scheme for the spatial differencing. The spatial grid has a uniform spacing of 0.001 m, and the time step, determined by the sampling rate of the differential pressure sensor, is 0.091 s. The half-hourly flux is the average of the instantaneous fluxes computed at each time step. Equation (2) is initialized assuming a linear profile in $\chi$ and (5) is initialized assuming a weakly decreasing pressure amplitude. The first half hour of any simulation is not used in the subsequent analysis. The boundary conditions for (2) are estimated from the several grab samples taken within 0.01 m of the snowpack surface and from the soil-snowpack interface. For any given half-hourly flux estimate these boundary conditions are assumed to be constant. Nevertheless, like pressure, ambient atmospheric concentrations of CO$_2$ and other trace gases also display high-frequency turbulent fluctuations. Consequently, we use an open path CO$_2$ sensor [Auble and Meyers, 1992], mounted about 1.3 m above the snow surface, to investigate possible influences these fluctuations could have on the upper boundary condition and on the corresponding fluxes. The results of this investigation are included in the sensitivity analysis. The upper boundary condition on (5) is supplied by the high-frequency pressure data. The lower boundary condition for (5) is $\nu = 0$ at the level of the bedrock, which is estimated from the soil samples to be 0.69 m below the soil surface. The bedrock is assumed to be impermeable.

The portion of the model domain that describes the pressure pumping includes both snowpack and soil. Because the soil is porous, neither the pressure fluctuation $p$ nor the induced advective velocity $v$ is likely to vanish at the soil-snowpack interface. Consequently, we include a layered soil in the formulation of the lower boundary condition for (5). On the other hand, the domain of the trace gas component of the model, equation (2), includes only the snowpack. Much of the evidence we have to date suggests that it is not necessary to explicitly model the evaporation or uptake and transport of CO$_2$, N$_2$O, or CH$_4$ within the soil because the soil uptake and release of these gases are sufficiently constant with time to be ignored during the few hours of the experiment.

We do not directly include $(P_{o}/T)(\delta T/\delta t)$ in the present study because to do so requires modeling the movement of water vapor through the snowpack [Albert and McGilvary, 1992] which would make the model more complex than seems warranted at this time. Nevertheless, the sensitivity analyses include a diel cycle of snowpack temperature parameterized using $(P_{o}/T)(\delta T/\delta t)$ and an order of magnitude evaluation of $(P_{o}/T)(\delta T/\delta t)$ relative to $\delta p/\delta t$ for high-frequency turbulent fluctuations in $p$ and $T$. The purpose of the order of magnitude evaluation is to determine quantitatively whether ignoring the time-dependent temperature term is justifiable or not. For simulating the snowpack’s daily temperature cycle we use an approximation to the following model by Van Wijk and de Vries [1963].

$$\frac{P_{o} \delta T}{T} \frac{\delta T}{\delta t} = \frac{\delta p}{\rho \delta t} \exp \left( -\frac{z}{\delta} \right) \cos \left( \omega t - \frac{\phi}{\delta} \right)$$

where $\omega$ is the frequency of the daily cycle (= 7.272 x 10$^{-5}$ s$^{-1}$), $\Delta T$ is the amplitude of the daily cycle (= 10°C), and $\delta$ is the damping depth [Van Wijk and de Vries, 1963] of the snowpack (= 0.2 m [from Mellor, 1977]), that $P_{o} = 70$ kPa, and that $T = 268 ^\circ$K. We compute the model fluxes twice by varying the sign of the right-hand side of (9).

**2.3.2. Atmospheric pressure pumping (3-D).** To evaluate possible two- and three-dimensional effects, we generalize the 1-D model in a simple manner. In general, because observed vertical gradients of the trace gases are 10 to 100 times greater than the observed horizontal gradients, we expect that the changes in the vertical fluxes due to higher-dimensional effects will be dominated by horizontal variations in the pressure field not by horizontal variations in the concentrations or snowpack physical properties. Consequently, ignoring the horizontal gradients in $T$, $\mu$, $k$, and $\chi$, (2) and (5) can be expressed in three dimensions as follows:

$$\frac{\partial \chi}{\partial t} = -c \frac{\partial (\chi v)}{\partial z} + \frac{\partial}{\partial z} \left( c \eta \rho \frac{\partial \chi}{\partial z} \right) + c \chi \frac{k}{\mu} \left( \nabla^2 p \right)$$

$$\frac{\partial p}{\partial t} = \frac{T P_{o}}{\eta} \frac{\partial}{\partial z} \left( \frac{k}{\mu} \left( \nabla^2 p \right) \right)$$

where $\nabla_k$ is the horizontal gradient operator. For the purposes of this study, (10) is the 3-D analog to (2), and (11) is the 3-D analog to (5). These two equations can be further simplified by using spectral methods to describe the horizontal pressure field, i.e., by assuming that the horizontal pressure field varies (in Cartesian coordinates) as exp $(i k_x x + i k_y y)$, where $x$ and $y$ are the horizontal directions, $k_x$ and $k_y$ are the horizontal wave numbers, and $i$ is $\sqrt{-1}$. Here $k = 2 \pi /\lambda$, $\lambda$ is the horizontal wavelength; $k_x$ is similarly defined in the $y$ direction. Denoting $k^2$ as $(k_x^2 + k_y^2)^{1/2}$ and $\lambda_x$ as $(\lambda^2 + \lambda^2)^{1/2}$, then $(\nabla^2 p)$ can be expressed as $-k^2 p$. Now using observed values for $P_{o}$, $k$, $\chi$, and $\mu$ and estimating (somewhat arbitrarily) that $\lambda_x \approx 5$–10 m suggests that $(c \chi /\mu)(\nabla^2 p) \sim -5 \times 10^{-5}$ c $\chi$ $p$ and $(P_{o}/k \chi \mu)(\nabla^2 p) \sim 5p$. We do not include the vertical variations in snow permeability $(\kappa_{\text{snow}})$, $\eta$, or $\mu$ in the horizontal terms because we cannot be very precise about the value assigned to $\lambda_x$, therefore that level of detail about $\kappa_{\text{snow}}$, $\eta$, or $\mu$ is unnecessary. Nevertheless, the foregoing analysis demonstrates that assessing the influences of two- and three-dimensional effects can be accomplished relatively simply. The
results of the investigations with the 3-D model are included as part of the sensitivity analyses.

2.3.3. Diffusion only. The diffusion-only model is the same as (2) except that we assume conditions are steady state \( \frac{\partial \chi}{\partial t} = 0 \) and nonadvective \( (u = 0) \). The spatial resolution, the boundary conditions, and the layering of the snowpack are all the same as with the pressure-pumping model. The diffusion-only model is integrated numerically by using a shooting method and a fourth-order Runge-Kutta approach, and the integration is repeated until the lower boundary condition is satisfied to within a small tolerance.

3. Results and Discussion

3.1. Observed Pressure Fluctuations

Figure 2 is a representative sample of the pressure fluctuation data used to drive the model. This particular half hour of data was gathered at 0600 LT on February 22, 1995, and is quite typical of phase I pressure data. During this period the half-hourly root mean square (RMS) amplitude of the pressure fluctuations varied between about 0.8 and 3.6 Pa with excursions rarely exceeding 15 Pa. The wind speed, measured about 1.3 m above the snow surface with a three-axis sonic anemometer, varied between calm conditions and 1 m s\(^{-1}\) during phase I. During phase II the RMS amplitudes varied between 4.0 and 9.4 Pa with excursions frequently exceeding 25 Pa, while the wind speed varied between 1 and 2 m s\(^{-1}\). Unlike the pressure data recorded during the winter of 1994 [Massman et al., 1995], there is relatively little spectral power in the pressure fluctuations in the lower frequencies (corresponding to periods between about 10 and 30 min) during either of the 1995 data phases. As a result, we include as part of the model sensitivity analysis a discussion of potential influence that the lower-frequency components can have on the pressure-pumping fluxes.

Figure 3 compares the normalized power spectra when using the hose and when using the Quad-Disc. These spectra are quite typical of all the observed half-hourly data, and like Bovsheverov et al. [1973], Figure 3 shows that spatial averaging attenuates the high-frequency portion of the spectra. However, unlike Bovsheverov et al. [1973] who suggest that spatial averaging attenuates frequencies greater than 0.01 Hz, our results suggest that the spatial filtering effects are largely confined to frequencies greater than about 0.1 Hz. This can be understood qualitatively by noting that the hose spatially averages turbulent eddies with horizontal dimensions of less than about 5 m, and at a wind speed of 1 m s\(^{-1}\) this corresponds (by Taylor's hypothesis) to an attenuation of frequencies above about 0.2 Hz. We also note here that the Quad-Disc pressure spectra, which should be more representative of atmospheric pressure fluctuations than the hose data, attenuate with frequency according to a \(-6/3\) to \(-7/3\) power law, similar to the observations discussed by Priestly [1965] but somewhat different than the \(-5/3\) power law suggested by Wilczak et al. [1992]. For the present study the Quad-Disc data were taken during unstable atmospheric conditions, whereas the hose data are obtained during neutral to slightly stable atmospheric conditions.

3.2. Snowpack and Soil Characteristics

Table 1 lists the observed snow layers with their corresponding thicknesses, density, tortuosity, grain size, texture [Colbeck et al., 1990], and temperature. The snow pit revealed a layered snowpack and was modeled as having six distinct layers. There was no evidence of ice lenses or gaps in the snow pack. Because the depth of the snowpack at the snow pit site was not the same as the depth at the gas sampling locations (Figure 1), we scaled the snowpack profiles to the observed depth at each of the sampling sites. The present snowpack data differ from the data used in the preceding study [Massman et al., 1995] in two ways. First, Massman et al. [1995] did not measure tortuosity profiles; rather, they modeled snowpack tortuosity using a single value of 0.7 for all observed densities. Second, the snowpacks sam-

![Figure 2](image-url)  
**Figure 2.** Half hour of observed pressure fluctuations with the hose deployed on the snow surface. Data were sampled at 11 Hz between 0530 and 0600 MST, February 22, 1995. At this time the wind speed was approximately 0.8 m s\(^{-1}\).

![Figure 3](image-url)  
**Figure 3.** Normalized spectra of observed pressure fluctuations when using the Quad-Disc and when using the hose. Attenuation of higher frequencies when using the hose is indicative of the effects of spatial averaging associated with the hose.
Table 1. Snowpack Structure From Snow Pit Observations (From Top of Snowpack Downward to Soil Surface)

<table>
<thead>
<tr>
<th>Layer</th>
<th>Boundaries, cm</th>
<th>Density, gm cm⁻³</th>
<th>Tortuosity</th>
<th>Grain Size, mm</th>
<th>Texture*</th>
<th>Temperature, °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0–26</td>
<td>0.241</td>
<td>0.89 ± 0.09</td>
<td>0.3</td>
<td>3C</td>
<td>−5.0</td>
</tr>
<tr>
<td>2</td>
<td>26–44</td>
<td>0.323</td>
<td>0.94 ± 0.06</td>
<td>0.3</td>
<td>3C</td>
<td>−4.5</td>
</tr>
<tr>
<td>3</td>
<td>44–46</td>
<td>0.340</td>
<td>0.85 ± 0.08</td>
<td>0.5</td>
<td>6A</td>
<td>−4.5</td>
</tr>
<tr>
<td>4</td>
<td>46–55</td>
<td>0.340</td>
<td>0.85 ± 0.08</td>
<td>0.3</td>
<td>3A</td>
<td>−4.5</td>
</tr>
<tr>
<td>5</td>
<td>55–69</td>
<td>0.347</td>
<td>0.85 ± 0.06</td>
<td>0.7</td>
<td>4A</td>
<td>−3.3</td>
</tr>
<tr>
<td>6</td>
<td>69–85</td>
<td>0.350</td>
<td>not available</td>
<td>1.0</td>
<td>4B</td>
<td>−3.3</td>
</tr>
<tr>
<td>7</td>
<td>85–99</td>
<td>0.280</td>
<td>0.75 ± 0.08</td>
<td>1.3</td>
<td>5A</td>
<td>−2.0</td>
</tr>
<tr>
<td>8</td>
<td>99–116</td>
<td>0.255</td>
<td>0.84 ± 0.04</td>
<td>3.0</td>
<td>5A/B</td>
<td>−1.6</td>
</tr>
</tbody>
</table>

*In accordance with Colbeck et al. [1990].
†These two layers combined for model simulations.
‡These two layers combined for model simulations. All snowpack profiles were measured at the interface between each layer using a cubic spline to facilitate computations. Snowpack temperatures varied diurnally at all snowpack depths. Near the top of the snowpack they varied between about −9°C and −3°C, while near the bottom they varied between about −0.7°C and −0.2°C. The depth of the snowpack at the location of the thermocouple array was about 1.35 m. For computational simplicity and because temperature effects are relatively small, each snowpack layer was assigned a fixed value of temperature during all model runs. The influence that temperature gradient effects can have upon the fluxes is also explored in the section that discusses the results of the model sensitivity analysis.

The soil samples suggested that the soil could be modeled with five distinct layers and, as summarized by Table 2, each layer varies between 0.1 and 0.2 m in thickness with a total soil depth of 0.69 m. The soil layers were characterized by separate permeabilities varying between 1.2 × 10⁻¹² and 37 × 10⁻¹² m². (Note that the values reported by Massman et al. [1995] are incorrect due to a typographical error.) Observed soil temperatures were nearly uniform with depth and constant with time and averaged about 0°C (slightly colder than i°C reported in the previous study [Massman et al., 1995]). For modeling purposes the soil is assumed to have a uniform soil temperature of 0°C. Because we are not directly modeling soil processes that consume or release CO₂, N₂O, or CH₄, the exact soil temperatures are not particularly important to the modeled fluxes [Massman et al., 1995].

Table 2. Modeled Soil Structure (From Soil Surface Downward)

<table>
<thead>
<tr>
<th>Layer</th>
<th>Boundaries, cm</th>
<th>Density, gm cm⁻³</th>
<th>Permeability, 10⁻¹² m²</th>
<th>Temperature, °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0–10</td>
<td>0.9</td>
<td>1.2</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>10–20</td>
<td>0.9</td>
<td>15</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>20–31</td>
<td>1.0</td>
<td>47</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>31–51</td>
<td>0.9</td>
<td>37</td>
<td>0.0</td>
</tr>
<tr>
<td>5</td>
<td>51–69</td>
<td>0.9</td>
<td>14</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 3. Average Ambient Mole Fraction and Observed Range of Variation of Trace Gases Within 1 cm of Top of Snowpack (Upper Boundary Condition) and at Soil-Snowpack Interface (Lower Boundary Condition)

<table>
<thead>
<tr>
<th>Location (Figure 1)</th>
<th>CO₂</th>
<th>N₂O</th>
<th>CH₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>377 (368, 385)</td>
<td>319 (not available)</td>
<td>1.78 (1.72, 1.81)</td>
</tr>
<tr>
<td>3</td>
<td>380 (370, 390)</td>
<td>not available</td>
<td>1.77 (1.72, 1.85)</td>
</tr>
<tr>
<td>a</td>
<td>369 (361, 379)</td>
<td>315 (314, 316)</td>
<td>1.75 (1.72, 1.80)</td>
</tr>
</tbody>
</table>

*Upper Boundary Condition*

<table>
<thead>
<tr>
<th>Location (Figure 1)</th>
<th>CO₂</th>
<th>N₂O</th>
<th>CH₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>3505 (2751, 3349)</td>
<td>326 (320, 332)</td>
<td>0.54 (0.44, 0.67)</td>
</tr>
<tr>
<td>3</td>
<td>2550 (2499, 2691)</td>
<td>not available</td>
<td>0.69 (0.57, 0.99)</td>
</tr>
<tr>
<td>a</td>
<td>2282 (not available)</td>
<td>329 (316, 342)</td>
<td>0.97 (0.91, 1.00)</td>
</tr>
</tbody>
</table>

*Lower Boundary Condition*
boundary conditions at a fixed location are eliminated by averaging all observations.

3.3. Observed and Modeled Profiles of CO₂, N₂O, and CH₄ and Modeled Profiles of Pressure and Velocity

Figure 4 shows the measured and modeled average snowpack CO₂ profiles for location M (Figure 1). The modeled CO₂ profile is taken at the end of an 18-hour simulation period. Figures 5 and 6 are the same as Figure 4 except that Figure 5 is for N₂O at location a and Figure 6 is for CH₄. The shaded areas on each figure are the observed range of variation of the gas concentration profiles.

Figure 7 shows the modeled RMS pressure-pumping amplitude as a function of depth through the snowpack and soil, the RMS Darcian velocity induced by the pressure gradient, and the modeled CO₂ drift velocity (equal to the local flux divided by the local concentration). These data correspond to 0830 LT on February 22, when the RMS pressure-pumping amplitude
was at a minimum for phase I of the experiment. These results are quite similar to Massman et al. [1995] except that the RMS pressure-pumping amplitude and the RMS Darcian velocity are much less during phase I of the present study than during the period studied by Massman et al. [1995].

### 3.4. Flux Estimates

Table 4 is a comparison between the trace gas fluxes estimated using the diffusion-only model and the 1-D pressure-pumping model. These pressure-pumping fluxes are presented as a range of values because they include the transient associated with initialization of the model. However, after the decay of the transient, the 1-D pressure-pumping model approached a quasi-steady state that closely approximated diffusion-only flux (Figure 8). The diffusion-only solution was reached to within 3% in about 10 half hours, and the 1-D model continued to converge to the diffusion-only solution as the simulation progressed. In general, the maximum fluxes associated with the transient exceeded the diffusion-only fluxes by about 11%. Therefore the 1-D model suggests that once a quasi-steady state is reached, pressure pumping does not significantly affect simple diffusion. This conclusion differs from that of Massman et al. [1995], who found that turbulent atmospheric pressure pumping in the frequency range between 0.001 and 10 Hz enhances the diffusion of noninteracting trace gases through snowpacks by as much as 20% to 30%. However, the pressure-pumping simulations discussed by Massman et al. [1995] were not long enough to eliminate the transient. In other words, in our previous study [Massman et al., 1995], we did not have enough data to fully evaluate the 1-D pressure-pumping model. To further complicate matters, the snowpack concentration profiles produced by the transient are, in general, physically realistic and quite similar to the observed profiles, so the transient cannot easily be dismissed as meaningless.

We also note here that the CO₂ fluxes reported by Massman et al. [1995] are, in general, larger than those discussed in the present study. We attribute this seasonal variation in CO₂ flux to the variations in soil temperature. In general, soil production rate of CO₂ increases with temperature [Raich and Schlesinger, 1992; Peterjohn et al., 1994], and the soil temperatures at the meadow site were higher during the winter of 1994 (+1°C) than during the 1995 winter observation period (+0°C).

#### 3.5. Sensitivity Analysis and Sources of Uncertainties

A sensitivity analysis is useful for evaluating the strengths and weaknesses of any modeling study. In this section we present the results of a sensitivity analysis to evaluate model uncertainties and to explore which input data and which model assumptions have the greatest influence on the flux estimates. Specifically, we calculate the change in flux estimates for changes (or uncertainties) in boundary conditions, snowpack tortuosity and density measurements, snowpack permeabilities, snowpack temperatures, soil permeabilities and temperatures, the fluctuating pressure data used to drive the model so as to include data with different amplitudes and spectral characteristics. The sensitivity analysis is also used to evaluate the importance of (1) 3-D effects and (2) the term \((P_0/T)(\partial T/\partial t)\) discussed earlier when deriving (3).

#### 3.5.1. Boundary conditions, snowpack-soil characteristics and pressure

The results of this portion of the sensitivity analysis for the 1-D model are summarized in Table 5 and are virtually identical for both the transient and the steady state solutions. None of the changes in the input parameters affected the model's tendency to converge to a diffusion-only solution. Only the results for CO₂ at location M (Figure 1) are reported because results from other combinations of gases and locations are similar for the 1-D model. Table 5 indicates that the 1-D model is relatively insensitive to possible turbulent fluctuations in the upper boundary conditions for CO₂ but that it is sensitive to the time-invariant CO₂ boundary conditions. In their study of the effects of pressure pumping on snowpack temperature profiles, Albert and McGilvary [1992] also found that the boundary conditions play a significant role in determining the solutions to the model equations. In the present study the CO₂ fluxes are most sensitive to the lower boundary condition because the concentration at the soil-snowpack interface is about 8 times the ambient concentration (the upper boundary condition). The other trace gases are not necessarily so sensitive to the boundary conditions because the differences in concentration across the snowpack (lower boundary condition minus upper boundary condition)

![Figure 8. Comparison of the enhancement (or diminution) of the diffusion-only CO₂ fluxes for the one-dimensional and three-dimensional versions of the pressure-pumping model.](image-url)
were not so large. All trace gas fluxes showed similar sensitivity to changes in snow tortuosity and snow density profiles as shown by CO₂.

The fluxes are not particularly sensitive to uniform changes in snowpack permeability because changes in $k_{\text{snow}}$ only acted to reduce the amplitude of the dynamic velocity associated with the time-varying pressure gradient but had little effect on the net dynamic flux which results from summing both the inflow and the outflow of the gas at the upper snow surface. Nor are the fluxes significantly influenced by either the soil temperatures or the snowpack temperatures, as would be expected given that the temperatures are relatively uniform and that the model equations are weak functions of temperature. Neither are the fluxes significantly influenced by the diel cycle of snowpack temperatures.

The last three tests listed in Table 5 attempt to evaluate the model's sensitivity to differences in the pressure signal used to drive the model by using three different sets of observed pressure data. These tests were performed separately on the transient and the quasi-steady state portions of the solution. To evaluate the influence of pressure amplitude on the fluxes, we used phase II pressure-pumping data, which had very similar spectral characteristics to phase I data but much larger RMS pressure amplitudes than phase I data. To investigate spectral response of the model we used the March 1994 pressure data from Massman et al. [1995], which showed greater power in the low frequencies, and the August–September 1993 Quad-Disc data, which showed more power in the high frequencies (Figure 3). However, because these sensitivity tests are not strictly controlled numerical tests, they can only be interpreted as suggestive or corroborative, not definitive. Nevertheless, they are useful for investigating possible model responses to other pressure signals. For the 1-D model the fluxes show virtually no sensitivity to increasing RMS pressure amplitude or to the spectral distribution of power in the pressure signal used to drive the model. These results support the previous conclusion that the diffusion is the dominant means of transfer with the 1-D pressure-pumping model.

3.5.2. Two- and three-dimensional effects. To test the model's sensitivity to two- and three-dimensional effects, we ran both the 1-D and the semispectral 3-D models with the same 36 contiguous half hours of pressure and input data. Figure 8 compares the pressure-pumping flux estimates (relative to the diffusion-only estimates) for both versions of the model. Two differences between the 1-D and the 3-D models are immediately apparent from this figure. First, unlike the 1-D model, the 3-D model does not display any obvious transient behavior, and second, on a half-hourly basis, two- and three-dimensional effects can enhance or diminish the diffusion-only fluxes by as much as 25%. Nevertheless, a visual inspection of the modeled CO₂ concentration in the snowpack during the first 3 hours of simulation did suggest the possibility of an extremely weak transient. However, the average flux during the last half of the simulation (during which the transient should further be diminished) is −0.3% less than the diffusion-only flux, while the total ensemble averaged CO₂ flux (average of all 36 half hours) is only 1.5% greater than the diffusion-only flux. Consequently, we conclude that for the present 3-D simulation the transient dissipated quite quickly. Furthermore, we also conclude that on a short-term basis, two- and three-dimensional effects are important and probably should be part of any modeling study of pressure pumping. Clarke and Waddington [1991] demonstrated more convincingly that pressure pumping is essentially a 3-D phenomenon. Nevertheless, the importance of long-term two- and three-dimensional effects is less obvious. For CO₂ they may not be important at all because a true long-term 3-D estimate of the CO₂ flux would be spatially averaged as well as temporally averaged, which could further smooth the deviations from the diffusion-only flux. Unfortunately, the present study was not designed to resolve questions involving estimating 3-D area-averaged fluxes. We also note here that the CO₂ concentration profiles simulated by the 3-D pressure-pumping model were similar to the observed and 1-D model profiles shown in Figure 4, but the 3-D model CO₂ profiles do tend to vary more with time than the 1-D model profiles.

There are two other aspects of modeling 3-D pressure pumping that should be noted. First, the three-dimensional analytical model developed by Clarke and Waddington [1991] indicates that the attenuation of pressure fluctuations is much greater than predicted with the equivalent one-dimensional model. A comparison (not shown) of the pressure attenuation through the snowpack predicted by the 1-D and 3-D versions of the present numerical model displays the same quality. However, in order to insure an analytical solution to the model equations, Clarke and Waddington [1991] assumed that the snowpack properties were uniform with depth (i.e., $\rho_{\text{snow}}$ and $k_{\text{snow}}$ are not functions of $z$). However, we find that vertical layering can be important for 3-D modeling of pressure pumping in snowpacks because the terms associated with the vertical gradient of snow permeability ($\partial k_{\text{snow}}/\partial z$) are often comparable in magnitude to the horizontal pressure term ($\nabla P$).

Second, in their study of temperature profiles in snowpacks, Albert and MacGilvary [1992] showed that the boundary conditions are extremely important for pressure-pumping simulations and that strong gradients can mask the effects of pressure pumping. Because the CO₂ gradients are much stronger than the N₂O gradients, this sensitivity analysis includes the 3-D model predictions for the N₂O profiles and fluxes. According to the 3-D model, the N₂O fluxes can enhance the diffusion-only fluxes by several hundred percent or even completely reverse the fluxes so that they are opposite to the diffusion-only fluxes. Figure 9 compares the observed N₂O profile with two profiles predicted by the 3-D pressure-pumping model. These predicted profiles correspond to a strongly enhanced flux and a reversed flux. However, these are not the most extreme examples that could have been shown because, in general, the simulated N₂O profiles are quite dynamic and highly variable. Consequently, it is not possible to fully evaluate the contribution of any transient that may be present. Nevertheless, the transient is expected to be relatively minor because the CO₂ simulations (as discussed earlier) suggest that any transient associated with the 3-D pressure-pumping model should dissipate quickly. Unlike the 3-D CO₂ profiles (not shown) or the 1-D modeling results, the 3-D N₂O profiles can be significantly different from the approximately linear profiles characteristic of diffusion only. However, this figure should not be taken as validating or invalidating the 3-D pressure-pumping model because these profiles correspond to just two of many profiles that are possible in what is essentially a very dynamic situation. Rather, the important conclusions here are that (1) pressure-pumping effects are more pronounced when gradients are weak, in agreement with Albert and MacGilvary [1992], and (2) the assumption of a constant boundary condition is likely to be incorrect for N₂O. Because the observed fluctuations in ambient CO₂ concentration are only about 2%...
of the average concentration, we suspect that variations in the upper boundary condition on N$_2$O are also likely to be rather small. However, the 3-D model results suggest that lower boundary condition could be significantly affected. Unfortunately, at present there are no methods available for measuring high-frequency variations in N$_2$O and sampling N$_2$O concentrations beneath the snowpack more often than once every few minutes can actually deplete the concentrations at the sampling location. However, we do note here that in general, for the three gases we have been studying, the N$_2$O profiles do tend to show much more variability than either CO$_2$ or CH$_4$ in agreement with the results of the 3-D pressure-pumping model predictions. The present N$_2$O results also demonstrates that some 3-D turbulent pressure-pumping effects may extend through the entire depth of the snowpack (approximately 1.7 m). In turn, this suggests that turbulent pressure-pumping effects may extend fairly deeply through soils and other porous media at the Earth's surface and that passive trace gases with weak gradients are likely to be more useful than passive tracers with strong gradients for studying the effects of pressure pumping.

Nevertheless, the N$_2$O results can be generalized to other gases or passive tracers. If pressure pumping is to have any significant effect on the movement of passive tracers through snowpacks, then it would have to significantly influence the boundary conditions, and the lower boundary condition is likely to be the most affected. For CO$_2$ this means that pressure pumping (either 1-D or 3-D) is unlikely to have much effect unless the lower boundary condition is directly or indirectly influenced by pressure pumping or by some phenomenon associated with pressure pumping.

We also performed a sensitivity analysis on the 3-D pressure-pumping model similar to that presented in Table 5 for the 1-D model. The half-hourly fluxes generated by the 3-D model showed greater sensitivity to changes in the time-invariant boundary conditions $k_{snow}$, the spectral distribution of power, and the RMS pressure amplitude than the 1-D model. However, the half-hourly fluxes showed sensitivity to the addition of the observed fluctuations in CO$_2$ to the upper boundary condition and to variations in $\tau_{snow}$, $\rho_{snow}$, $T_{snow}$, $T_{soil}$, and the diel snowpack temperature cycle similar to that shown by the 1-D model fluxes. Although no initialization transient could be easily identified for the 3-D model, the three tests relating to spectral distribution of power and the RMS pressure amplitude were performed after an 8-hour (model time) equilibration period. These results suggest that at least in the short term, the 3-D model is much more dynamic and less dominated by diffusion than the 1-D model and that fluxes generated by 3-D models of pressure pumping are influenced by many more factors than the 1-D model. However, as was mentioned earlier, because these tests are not completely controlled numerical tests, they are not necessarily definitive, and with that caveat in mind, it is worthwhile to point out that increasing the spectral power in the high-frequency range (0.1–10 Hz) had much less influence on the fluxes than did most of the other perturbations. Within ±10% and the limitations of the data the sensitivity analysis for the 3-D pressure-pumping model supports the conclusion of Albert [1993] that high-frequency pressure fluctuations do not contribute significantly to transport by pressure pumping.

### Table 5. Results of Model Sensitivity Analysis for CO$_2$

<table>
<thead>
<tr>
<th>Change in Model</th>
<th>Relative Change CO$_2$ Flux, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max/min difference between upper and lower boundary conditions</td>
<td>±11</td>
</tr>
<tr>
<td>Addition of turbulent CO$_2$ fluctuations observed at 1.3 m to upper boundary condition</td>
<td>±9.0</td>
</tr>
<tr>
<td>$\pm (10%)\tau_{snow}$</td>
<td>±4.5</td>
</tr>
<tr>
<td>$\pm (20%)\rho_{snow}$</td>
<td>N</td>
</tr>
<tr>
<td>$\pm (1.5%)T_{snow}$</td>
<td>N</td>
</tr>
<tr>
<td>$(10^{-1})k_{soil}$</td>
<td>N*</td>
</tr>
<tr>
<td>Uniform change in soil T and change in gradient of soil T</td>
<td>N</td>
</tr>
<tr>
<td>Diel temperature cycle</td>
<td>N</td>
</tr>
<tr>
<td>$\pm (P/T)(\partial T/\partial t)$</td>
<td>+2f</td>
</tr>
<tr>
<td>Increase in RMS amplitude of p</td>
<td>N</td>
</tr>
<tr>
<td>Increase in spectral power in the 0.001-0.01 Hz band of p</td>
<td>+1f</td>
</tr>
<tr>
<td>Increase in spectral power in the 0.01-10 Hz band of p</td>
<td>+1f</td>
</tr>
</tbody>
</table>

*Massman et al. [1995] reported much higher sensitivities to changes in $k_{soil}$ because of an error in the computer code. Correcting this error did not cause any significant changes in their flux estimates but did change the model sensitivity to $k_{soil}$.

†Maximum observed change, occurred during the transient.
the inequality holds for all frequencies within that wave band, then the above inequality reduces to $\sigma_p \gg (P_o/T)\sigma_T$, where $\sigma_T$ is the RMS amplitude (square root of the variance) of the temperature fluctuations and $\sigma_p$ is the RMS amplitude of the pressure fluctuations.

Using sonic thermometry [Kaimal and Gaynor, 1991], the observed $\sigma_T$ during the experimental period was $\approx 0.3^\circ$C at 1.3 m above the surface. Because we expect $\sigma_T$ to be less than this at the snow surface and within the snowpack, we assume that $\sigma_T = 0.1^\circ$C at the snow surface. Near the surface, $T = 268^\circ$K and $P_o \approx 70$ kPa. Therefore $(P_o/T)\sigma_T \approx 26$ Pa, which exceeds any values of $\sigma_p$ observed at the snow surface during the same time period. Unless $\sigma_T$ is at least 1 or 2 orders of magnitude less than 0.1°C, the inequality fails at the snow surface.

We assume that pressure fluctuations in the 0.001 to 10 Hz range are unlikely to influence atmospheric pressure fluctuations by horizontal wavelength. However, there are observational or modeling studies of the composition of atmospheric pressure fluctuations by horizontal wavelength. Further studies of the effects of atmospheric pressure pumping on the exchange of mass and energy at the Earth's surface would be aided significantly by studies of the horizontal and three-dimensional structure of atmospheric pressure fluctuations.

3.6. Possible Further Studies

First, because none of the models included soil respiration, soil uptake of CH$_4$, or soil nitrogen chemistry that could influence the consumption or release of N$_2$O, further studies of the soil processes that involve the production and consumption of these trace gases are necessary. Such studies would be useful not only in their own right but also for investigations of possible effects that pressure pumping could have on the sources and sinks of trace gases within porous media. Furthermore, if a source (sink) occurs within the snowpack (or within any porous medium), then the present study suggests that pressure-pumping effects are likely to be important if the strength of that source (sink) is influenced by pressure fluctuations or by the magnitude or direction of the associated advective velocity. Consequently, pressure pumping may significantly influence snow metamorphism because the advective effects can influence the movement of water vapor through snowpacks.

Second, the 3-D semispectral pressure-pumping model is parameterized in terms of a single horizontal wavelength primarily for illustrative purposes. A more realistic approach would include the integration over all wavelengths that could influence atmospheric pressure fluctuations. However, there are no observational or modeling studies of the composition of atmospheric pressure fluctuations by horizontal wavelength. Further studies of the effects of atmospheric pressure pumping on the exchange of mass and energy at the Earth's surface would be aided significantly by studies of the horizontal and three-dimensional structure of atmospheric pressure fluctuations.

4. Conclusions

The present study suggests that high-frequency turbulent pressure fluctuations in the 0.001 to 10 Hz range are unlikely to significantly affect the rate of diffusion of passive trace gases through deep snowpacks unless the lower boundary condition (gas concentrations at the interface between the snowpack and the soil) is significantly influenced by the pressure pumping itself or by some associated phenomenon. With constant boundary conditions, simulations with the 1-D version of the pressure-pumping model indicated that the effects of pressure pumping were negligible and that simple diffusion controls the transfer of CO$_2$, CH$_4$, and N$_2$O through the snowpack. Furthermore, a sensitivity analysis showed that the 1-D model was sensitive only to those parameters that most strongly influence diffusion and was virtually insensitive to any parameters that influence pressure pumping. By comparing the 1-D modeling results with results from a 3-D version of the model, the sensitivity analysis also revealed the importance of two- and three-dimensional effects. The 3-D model was found to be more dynamically responsive to the influences of pressure pumping than the 1-D model. The 3-D model also predicted that for strong gradients, such as CO$_2$, short-term (half-hourly) fluxes were both enhanced and diminished by as much as 25% relative to the diffusion-only flux. However, when averaged over several hours, the difference between the 3-D pressure-pumping model and the diffusion-only model fluxes was only 1.5%. For weak gradients, such as N$_2$O, the 3-D pressure-pumping effects overwhelmed diffusion so much that the results suggested that 3-D pressure-pumping effects were quite capable of influencing the lower boundary condition.

In addition to the general conclusion above, this study suggests two other conclusions. First, an order of magnitude calculation suggests that the pressure and temperature coupling term $(P_o/T)(\partial T/\partial t)$, equation (4)), may be quite important for studies of turbulence-driven pressure pumping. Consequently, modeling studies that include this coupling term should be performed to quantitatively assess how important it might be to pressure pumping. Unfortunately, including the coupling term adds some complexity to models of pressure pumping within snowpacks because snowpack temperature is also coupled to water vapor flux [Albert and McGilvray, 1992].

Second, the traditional basis for modeling pressure pumping, i.e., equation (5), is not valid for gases with high molecular weights or that occur in relatively high concentrations. The appendix discusses these matters in more detail. In the present study, these situations do not occur because CO$_2$, N$_2$O, and CH$_4$ are extremely dilute and have relatively low molecular weights.

Appendix: Derivation of Pressure-Pumping Model From Graham's Law

The purpose of this appendix is to outline some of the approximations that are important for the development of the model equations. For the present discussion we are assuming a binary gas composed of air and some other noninteracting inert gas. The equations describing the gaseous transport of the system of gases, which are consistent with Graham's law, are developed by Farr [1993] and are given below:

$$\frac{\partial}{\partial t} (\eta c_o) = -\nabla \left( c_o u - \frac{\sqrt{M_o}}{\sqrt{M_o x_o} + \sqrt{M_g x_g}} c_D \nabla x_g \right)$$  \hspace{1cm} (A1)

$$\frac{\partial}{\partial t} (\eta c_o) = -\nabla \left( c_o u - \frac{\sqrt{M_g}}{\sqrt{M_o x_o} + \sqrt{M_g x_g}} c_D \nabla x_o \right)$$  \hspace{1cm} (A2)
\[ \frac{\partial (\rho c)}{\partial t} = - \nabla (c v) + \frac{\sqrt{M_e} - \sqrt{M_a}}{\sqrt{M_{\text{air}}} + \sqrt{M_{\text{air}}}} (D_x \nabla X_a) \]  

(A3)

where \( M_a \) is the molecular mass of air, \( M_e \) is the molecular mass of the inert gas, \( X_a \) and \( c_a \) are the mole fraction and the molar concentration of the inert gas, \( c_a \), and \( c_a \) are the mole fraction and the molar concentration of air, \( c \) is the molar concentration of the binary system (i.e., \( c = c_g + c_a \)), and \( D_x = \eta D \). All other symbols are the same as in the main text. We also note here that by definition, \( X_a + X_g = 1 \) and that \( c_g = c X_g \) and that the ideal gas law can be expressed as \( c = P_v/RT \). Strictly speaking, (A2) is not necessary for the present discussion, but it is included here for completeness. Basically, these equations are a statement of the conservation of mass for the binary system of gases. For convenience we use the three-dimensional form of the equations rather than the one-dimensional form used in the main text.

First, we assume that the porosity \( \eta \) of the medium is not changing with time, i.e., that \( \partial \rho/\partial t = 0 \). This should be valid for the snowpack during the duration of the pressure-pumping experiment. Using the steady state condition for \( \eta \) and substituting \( c_g = c X_g \) into (A1) yields

\[ \eta \frac{\partial X_g}{\partial t} + \eta X_g \frac{\partial c}{\partial t} = -c \nabla (X_g v) - X_g \nabla (c v) \]

\[ + \sqrt{M_e} \left( \frac{c D_x \nabla X_a}{\sqrt{M_{\text{air}}} + \sqrt{M_{\text{air}}}} \right) \]  

(A4)

Now multiplying (A3) by \( X_g \) and subtracting from (A4) and then using the identity \( X_a + X_g = 1 \) yields the following advective-diffusive equation for \( X_g \):

\[ \eta \frac{\partial X_g}{\partial t} = -c \nabla (X_g v) + \left( \sqrt{M_{\text{air}}} \right) \nabla \left( \frac{c D_x \nabla X_a}{\sqrt{M_{\text{air}}} + \sqrt{M_{\text{air}}}} \right) \]

(A5)

In order for (A5) to reduce to (2), two conditions must be fulfilled. These are that

\[ \text{Condition A: } \sqrt{M_{\text{air}}} \gg \sqrt{M_{\text{air}}} \]

\[ \text{Condition B: } X_g \gg X_a \]

We note here that if condition B is true, then \( X_a \approx 1 \). For CO\(_2\), N\(_2\)O, and CH\(_4\) these conditions are fulfilled because, in general, their concentrations are very low (condition B) and their molecular masses are all approximately the same as \( M_{\text{air}} \) when combined with condition B insures the validity of condition A. However, (2) is not valid for gases with high molecular masses or for relatively dense gases. For example, (2) would not be valid for describing the diffusion of some organic vapors or for describing the diffusion of the binary system N\(_2\)/O\(_2\) through a snowpack or any other porous medium.

To derive (3) from (A3), we first apply conditions A and B to (A5), which yields

\[ \eta \frac{\partial v}{\partial t} = -\nabla (c v) - \left( \frac{M_g}{M_\text{air}} - 1 \right) (\nabla (c D_x \nabla X_g)) \]  

(A6)

which, except for the last term on the right-hand side, is the same as (3). For (3) to be valid, therefore, \( \left( \sqrt{M_g}/M_{\text{air}} - 1 \right) (\nabla (c D_x \nabla X_g)) \) must be small compared to \( \nabla (c v) \), which is equivalent to showing that \( |v| \ll \left| (\sqrt{M_g}/M_{\text{air}} - 1) (D_x \nabla X_g) \right| \).

The observed snowpack profiles of \( \chi_p \) and \( p_{\text{snow}} \) suggest that \( \left| (\sqrt{M_g}/M_{\text{air}} - 1) (D_x \nabla X_g) \right| \approx 4 \times 10^{-6} \text{ mm s}^{-1} \), whereas all present results suggest that the Darcian velocity \( v \) is at least 3 orders of magnitude greater than this. Therefore if conditions A and B are fulfilled, then we can expect (3) to be a very good approximation to (A6). On the other hand, these results also indicate that in regions where the pressure gradient is very small or when the molecular mass of one gas is significantly different from air or if the diffusing gas has a high concentration relative to the carrier gas, then (3) is not valid and therefore neither is (5), which is by tradition the basis for modeling pressure pumping within porous media.
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