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Abstract

1. There are now many examples where ecological researchers used non-Euclidean distance metrics in geostatistical models that were designed for Euclidean distance, such as those used for kriging. This can lead to problems where predictions have negative variance estimates. Technically, this occurs because the spatial covariance matrix, which depends on the geostatistical models, is not guaranteed to be positive definite when non-Euclidean distance metrics are used. These are not permissible models, and should be avoided.

2. I give a quick review of kriging and illustrate the problem with several simulated examples, including locations on a circle, locations on a linear dichotomous network (such as might be used for streams), and locations on a linear trail or road network. I re-examine the linear network distance models from Ladle, Avgar, Wheatley, and Boyce (2017b, Methods in Ecology and Evolution, 8, 329) and show that they are not guaranteed to have a positive definite covariance matrix.

3. I introduce the reduced-rank method, also called a predictive-process model, for creating valid spatial covariance matrices with non-Euclidean distance metrics. It has an additional advantage of fast computation for large datasets.

4. I re-analysed the data of Ladle et al. (2017b, Methods in Ecology and Evolution, 8, 329), showing that fitted models that used linear network distance in geostatistical models, both with and without a nugget effect, had negative variances, poor predictive performance compared with reduced-rank methods, and had improper coverage for the prediction intervals. The reduced-rank approach using linear network distances provided a class of permissible models that had better predictive performance and proper coverage for the prediction intervals, and could be combined with Euclidean distance models to provide the best overall predictive performance.
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1 | INTRODUCTION

There are now several examples in the ecological literature where, for spatial prediction like kriging, non-Euclidean distances were used in autocorrelation models developed under a Euclidean distance assumption. This leads to a problem where prediction variances may be negative, and generally leads to unreliable standard errors for prediction. My objective is to help ecologists understand the problem and avoid this mistake. I introduce a class of models that are easy to construct, based on linear mixed models, that perform well and guarantee that prediction standard errors will be positive.
1.1 | A quick review of kriging

Kriging is a method for spatial interpolation, beginning as a discipline of atmospheric sciences in Russia, of geostatistics in France and appearing in English in the early 1960s (Cressie, 1990; Gandin, 1963; Matheron, 1963). Kriging is attractive because it produces both predictions and prediction standard errors, providing uncertainty estimates for the predictions. Predictions and their standard errors are obtained after first estimating parameters of the kriging model. The ordinary kriging model, which we will feature here, is,

$$Y_i = \mu + Z_i + \epsilon_i,$$

where $Y_i$ is a spatial random variable at location $i$, $i = 1, 2, ..., n$, with constant mean $\mu$ (the fixed effect), a zero-mean spatially autocorrelated error $Z_i$ and independent random error $\epsilon_i$. For the set $\{Z_i, i = 1, ..., n\}$, the spatial distance among locations is used to model autocorrelation among the random errors. Spatial autocorrelation is the tendency for spatial variables to co-vary, either in a similar fashion, or opposite from each other. The most commonly observed type of spatial autocorrelation manifests as higher positive correlation among variables at sites closer together than among those at sites farther apart. These tendencies are captured in autocorrelation and covariance matrices.

Let $R$ be an autocorrelation matrix among spatial locations. All of the diagonal elements of $R$ are ones. The off-diagonal element in the $i$th row and $j$th column of $R$ is the correlation, which lies between $-1$ and $1$, between variables at site $i$ and site $j$. Then a covariance matrix $C = \sigma^2_p R$ is just a scaled autocorrelation matrix that includes an overall variance, $\sigma^2_p$. In constructing kriging models, practitioners often include a “nugget” effect, which is an independent (uncorrelated) random effect, $\epsilon_c$, in Equation 1 with variance $\sigma^2_0$. The nugget effect is often ascribed to measurement error, or microscale variation, at a scale finer than the closest measurements in the dataset. Constructing a full covariance matrix for a kriging model generally yields

$$\Sigma = C + \sigma^2_0 I = \sigma^2_p R + \sigma^2_0 I,$$

where $\sigma^2_p > 0$ is called the partial sill, $\sigma^2_0 > 0$ is the nugget effect, and $I$ is the identity matrix (a diagonal matrix of all ones). The total variance is $\sigma^2_p + \sigma^2_0$. The off-diagonal elements of $R$ are obtained from models that generally decrease as distance increases, with a few that also oscillate. Several autocorrelation models (Chiles & Delfiner, 1999, pp. 80–93), based on Euclidean distance, $d_{ij}$, between sites $i$ and $j$, are

$$\rho_p(d_{ij}) = \frac{\sin(d_{ij}/\alpha)}{d_{ij}/\alpha},$$

$$\rho_p(d_{ij}) = \frac{1 - \sin(d_{ij}/\alpha)}{1 - \cos(d_{ij}/\alpha)},$$

where distances are scaled by $\alpha > 0$, called the range parameter. $I(\alpha)$ is an indicator function, equal to one if the argument $\alpha$ is true, otherwise it is zero.

Examples of the autocorrelation models in Equation 3, scaled with a partial sill, $\sigma^2_p = 2$, and a nugget effect, $\sigma^2_0 = 1$, are shown in Figure 1a. The exponential model, $\rho_p(d_{ij})$, is commonly used, and a

**FIGURE 1** Autocorrelation models. (a) Autocovariance functions for various models, with a partial sill of 2 and a nugget effect of 1. (b) The same models as in (a), except represented as semivariogram models. Note that the black dots indicate a discontinuity of the fitted model at the origin due to the nugget effect, where the model “jumps” to the black dots when distance is exactly 0. Effect of the range parameter $\alpha$ on the (c) exponential model, and (d) spherical model.
special case of the Matern model that approaches zero autocorrelation asymptotically (Figure 1c). The spherical model, $\rho_s(d_{ij})$, also is common, attaining exactly zero autocorrelation at $\alpha$ (Figure 1d). Both the exponential and spherical models decrease rapidly near the origin, for short distances, whereas the Gaussian model, $\rho_g(d_{ij})$, decreases more slowly near the origin. The Gaussian model occurs as a limiting case for the smoothness parameter of the Matern model, and creates very smooth spatial surfaces. The Cauchy model, $\rho_c(d_{ij})$, is similar to the Gaussian, but approaches zero autocorrelation very slowly. Finally, the hole effect model, $\rho_h(d_{ij})$, allows for negative autocorrelation in a dampened oscillating manner. These models highlight different features of autocorrelation models, and they will be used throughout this paper. Many more models are given in Chiles and Delfiner (1999, pp. 80–93). Autocorrelation is generally controlled by $\alpha$, which must be estimated from real data. However, it is useful to vary $\alpha$ through simulated data, and even for real distance data, to understand its effect on covariance models, which I do in Figures 1c,d, and also in Figures 2 and 3.

Kriging is often expressed in terms of semivariograms rather than autocorrelation models. Semivariograms model the variance of the difference among variables. If $Y_i$ and $Y_j$ are random variables at spatial locations $i$ and $j$, respectively, a semivariogram is defined as $\gamma(d_{ij}) = E[(Y_i - Y_j)^2]/2$, where $E$ is expectation. All of the models in Equation 3 can be written as semivariograms,

$$\gamma_m(d_{ij}) = \sigma_m^2(1 - \rho_m(d_{ij})), \quad (4)$$

**FIGURE 2** Cautionary examples. (a) 11 spatial locations on a circle are shown with solid black dots. (b) Minimum eigenvalue as a function of $\alpha$ for various autocorrelation models using distances on the circle. (c) A dichotomous branching network (stream) with 127 spatial locations (black dots) at the node of each branch. (d) Minimum eigenvalue as a function of $\alpha$ for various autocorrelation models using in-stream distance only. (e) 25 spatial locations on a grid network, where a perfect lattice includes the dashed line, but an irregular lattice includes only the solid lines. (f) Minimum eigenvalue as a function of $\alpha$ for various autocorrelation models using shortest path distances along the irregular lattice.
FIGURE 3 Minimum eigenvalues as a function of $\alpha$ for various autocorrelation models for the Ladle et al. (2017a,b) dataset. (a) Using linear distances (km) among cameras. (b) Using Euclidean distances (km) among cameras.

where $m = e, s, g, c, or h$ for exponential, spherical, Gaussian, Cauchy or hole effect respectively. Figure 1b shows semivariograms that are equivalent to the models in Figure 1a. A matrix of semivariogram values among spatial locations can be written in terms of Equation 2.

$$\Gamma = (\sigma_s^2 + \sigma_c^2) I - \Sigma.$$ \hspace{1cm} (5)

Autocorrelation needs to be estimated from data. Empirical semivariograms have been used since the origins of kriging. First, all pairwise distances are binned into distance classes, $D_k = \{h_{k-1}, h_k\}$, where $0 \leq h_0 < h_1$ and $h_{k-1} < h_k$ for $k = 1, 2, ..., K$, that partition the real line into mutually exclusive and exhaustive segments that cover all distances in the dataset. Then the empirical semivariogram is,

$$\hat{\gamma}(h_k) = \frac{1}{2N(D_k)} \sum_{i < j \in D_k} (y_i - y_j)^2.$$ \hspace{1cm} (6)

for all possible pairs of $i$ and $j$, and $k = 1, ..., K$, where $y_1, ..., y_n$ are the observed data, $h_k$ is a representative distance (often the average or midrange) for a distance bin $D_k$, and $N(D_k)$ is the number of distinct pairs in $D_k$. Empirical semivariograms have desirable estimation properties (it is an unbiased estimator, Cressie, 1993, p. 71) because, substituting Equation 1 into the semivariogram definition, $\mu$ cancels, obviating the need to estimate it. To estimate autocorrelation, one of the models in Equation 3, in semivariogram form, Equation 4, can be fit to $\hat{\gamma}(h_k)$ as a function of $h_k$, often using weighted least squares (WLS) or a modification that puts increased weight near the origin (CWLS) (Cressie, 1985). This concept is generalized by restricted maximum likelihood (REML; Patterson & Thompson, 1971, 1974), which can be used for autocorrelation in regression models with several covariates and regression coefficients (for REML applied to spatial models, see, for example, Cressie, 1993, p. 93). In addition, using REML eliminates the arbitrary binning of distances for semivariogram estimation. Although REML was originally derived assuming normality, REML can be viewed as unbiased estimating equations (Cressie & Lahiri, 1996; Heyde, 1994), so normality is not required to estimate covariance parameters. Later, I will use WLS, CWLS, and REML for estimation, and full details are given in Supporting Information.

No matter how the parameters are estimated, I focus on covariance matrices $\Sigma$ (Equation 2), rather than semivariogram matrices, because $\Sigma$ is more readily understood in the broader context of statistical models.

After covariance parameters are estimated from the data, kriging can produce spatial predictions (interpolations) at any locations where data were not collected. Kriging provides best linear unbiased predictions (BLUP) in the sense of minimizing the expected squared error between linear combinations of the data as predictors, and the predictand, subject to unbiasedness (on average). The ordinary kriging predictor, in terms of the covariance matrix (Schabenberger & Gotway, 2005, p.33), is $\hat{Y}_{nx} = \lambda Y$, where

$$\lambda' = \left( c + 1 \frac{1 - 1^{\Sigma^{-1}c}}{1 + 1^{\Sigma^{-1}c}} \right) \Sigma^{-1},$$ \hspace{1cm} (6)

for $M$ predictions with locations indexed by $n+\ell$, $\ell = 1, 2, ..., M$. Here, $1$ is a vector of ones, and $c$ has, as its ith element, $\sigma_{nx}^2(d_{nx}, 1)$ where $m$ is the same model (one of those in Equation 3) that was used in $\Sigma$. The prediction variance (the expected squared error that was minimized) is given by

$$\text{var}(\hat{Y}_{nx} - Y_{nx}) = \text{E}(\hat{Y}_{nx} - Y_{nx})^2 = (\sigma_p^2 + \sigma_c^2) - c' \Sigma^{-1} c + \frac{(1 - 1^{\Sigma^{-1}c})^2}{1 + 1^{\Sigma^{-1}c}}.$$ \hspace{1cm} (7)

where the first equality occurs due to the unbiasedness condition ($\lambda' 1 = 1$) imposed by the kriging method (e.g. Cressie, 1993, pp. 120–121).

1.2 | The problem

One of the properties shared by all models in Equation 3 is that, when $d_{ij}$ is Euclidean distance, the covariance matrix in Equation 2 is guaranteed to be positive definite for all possible spatial configurations of points (in three dimensions or less) and all possible parameter values: $\sigma_p^2 \geq 0, \sigma_c^2 \geq 0$ and $\omega \geq 0$ (one of $\sigma_p$ or $\sigma_c$ must be greater than zero). It is important for $\Sigma$ to be positive definite because many estimators and predictors in statistics are linear functions of the data, the kriging predictor being one of them. That is, let $\omega$ be a non-null vector of weights and $Y$ be a vector of random
variables with covariance matrix $\Sigma$. Then an estimator or predictor $\hat{\omega} = \omega' \Sigma \omega$. (8)

which is guaranteed to be positive only if $\Sigma$ is positive definite Guillerot, Schilling, Porcu and Bevilacqua. (2014). Requiring $\Sigma$ to be positive definite is the matrix analogue of requiring a parameter to be positive.

The prediction variance (Equation 7) involves the variance of a difference between a linear combination of data at observed locations, with weights given by Equation 6, and the prediction location, so $\omega' = (\lambda', -1).$ We can add the covariances between prediction location and data locations (denoted $c$ in Equation 6) to $\Sigma$, call it $\Sigma^*$, and Equation 8 must hold for $\Sigma^*$ as well. That is, more generally, let $\Sigma_{oo}$ be the covariance matrix among the observed locations, $\Sigma_{op}$ be the covariance matrix between the observed and prediction locations, and $\Sigma_{pp}$ be the covariance matrix among the prediction locations. Then

$$\Sigma^* = \begin{pmatrix} \Sigma_{oo} & \Sigma_{op} \\ \Sigma_{po} & \Sigma_{pp} \end{pmatrix}$$ (9)

must be positive definite when making predictions at unobserved locations. A simple example is given in the Supplementary Material. For another example, Guililot et al. (2014) demonstrate that the triangle model (not given in Equation 3), which is only valid in one dimension, yields negative prediction variances when used with Euclidean distances based on locations in two dimensions.

It is also worth noting that if any square submatrix of $\Sigma^*$ (Equation 9) (formed by removing full columns and rows with corresponding indexes) is not positive definite, then neither is the larger matrix. The implications are that, if the observed data have a covariance matrix that is not positive definite, then $\Sigma^*$ will not be positive definite. However, even if the observed data (Equation 9) have a covariance matrix that is positive definite, there is no guarantee that the larger matrix, $\Sigma^*$, will be positive definite without a proper model to ensure it.

The simplest way to check whether a matrix is positive definite is to check the eigenvalues of that matrix. A covariance matrix $\Sigma$ should be composed of real values, and it should be symmetric. Then

$$\Sigma = Q \Lambda Q'$$ (10)

is called the spectral decomposition of $\Sigma$, where each column of $Q$ contains an eigenvector, and the corresponding eigenvalue is contained in $\Lambda$, which is a diagonal matrix. Substituting Equation 10 into Equation 8 gives

$$\text{var}(\hat{\omega}) = \omega' \Lambda \omega = \sum_{i=1}^{n} \omega_i^2 \lambda_i$$

where $\omega = Q' \omega$. Because $\omega^2 > 0$, var($\hat{\omega}$) is guaranteed to be positive as long as all $\lambda_i$ are greater than zero and at least one $\omega_i > 0$. So, if the smallest eigenvalue of $\Sigma^*$ is less than zero, then $\Sigma$ is not positive definite, and we cannot be a covariance matrix. This example illustrates another problem because although the exponential model and spherical model are valid models for all range values, this is false only if 11 points are equidistantly apart. There is no guarantee that the exponential and spherical models will provide positive definite covariance matrices for other sample sizes and other spatial configurations. Later, I will discuss more general approaches for developing models for all spatial configurations and all values of the range parameter.

Another example is provided by the spatial locations at the nodes of a dichotomous network (Figure 2c). The distance between each location and the nearest node is exactly one, and there are $2^7 = 12$ locations. Again, let distance be defined as the shortest path between any two locations, so the maximum distance between two terminal locations is $2 \times 6 = 12$. Using the $127 \times 127$ distance matrix with the autocorrelation models in Equation 3 for various $\alpha$ values.
showed that all models yielded minimum eigenvalues below zero except the exponential model (Figure 2d). The hole effect model illustrates how erratic the positive definite condition can be, where small changes in $\alpha$ cause wild swings on whether the covariance matrix is positive definite. An argument on why the exponential model is always positive definite for the dichotomous network situation is given by Ver Hoef and Peterson (2010).

Finally, consider the 25 locations in Figure 2e. This is representative of a road or trail system on a perfectly regular grid. Again, consider the shortest path distance between any two points. First, consider the situation where sites are only connected by the solid lines. In that case, sites one and two are not connected directly, but rather the distance between them is 3 (through sites 6 and 7). Using the 25 × 25 distance matrix with the autocorrelation models in Equation 3 for various $\alpha$ values shows that none of the models are positive definite for all $\alpha$ (Figure 2f). A variation occurs if we let the sites with dotted lines be connected, as well as those with solid lines. In this case, the exponential model remains positive definite for all values of $\alpha$, and an explanation is provided by Curriero (2006).

In Figure 2, I illustrate that, in a variety of situations, models that guarantee positive definite covariance matrices for any spatial configuration, and any range value $\alpha > 0$, when using Euclidean distance, no longer guarantee positive definite matrices when using linear network distances. Similarly, one might wonder why we do not use empirical covariances in $\Sigma$. That is, let the i, j entry in $\Sigma$ be $(\hat{\mu} - \mu)(\hat{\mu} - \mu)$, where $\hat{\mu}$ is the average of all $\mu_i$. Again, there is no guarantee that $\Sigma$ will be positive definite. If it is not, then what is the analyst to do? Geostatistics has a long tradition of only considering models that guarantee positive definite matrices (Journel & Huijbregts, 1978, p. 161). For example, Webster and Oliver (2007, p. 80) call them “authorized” models, while Goovaerts (1997, p. 87) calls them “permissible” models. All of the models in Equation 3 are permissible for Euclidean distance in three dimensions or less, but they are clearly not generally permissible for linear network distances.

2 | LITERATURE REVIEW

There are now many examples where autocovariance models, such as those in Equation 3, have been used incorrectly with non-Euclidean distances, and they have been roundly criticized (Curriero, 2006). For example, for streams, impermissible models have been used by Cressie and Majure (1997) and Gardner, Sullivan, and Lembo (2003), who substituted in-stream distance for Euclidean distance, and in fact this same idea was inappropriately recommended in Okabe and Sugihara (2012). Alternatively, permissible models that guarantee positive definite covariance matrices were developed (based on spatial moving averages, a spatially continuous analogue of moving-average models in time series) by Ver Hoef, Peterson, and Theobald (2006), Cressie, Frey, Harch, and Smith (2006) and Ver Hoef and Peterson (2010).

For roads and trails, impermissible models have been used by Shiode and Shiode (2011), Selby and Kockelman (2013) and Ladle et al. (2017b), who substitute network-based distance for Euclidean distance. However, the exponential is a permissible model for a perfect grid using Manhattan distance (as described for Figure 2e); see Curriero (2006). I provide a more general approach based on reduced-rank radial-basis functions below.

In estuaries, the shortest-path distances were incorrectly used to replace Euclidean distance in Little, Edwards, and Porter (1997), Rathbun (1998), and Jensen, Christman, and Miller (2006), which yielded impermissible models. Instead, permissible models based on reduced-rank radial-basis functions were given by Wang and Ranalli (2007).

There has been a great deal of interest in kriging over the surface of the earth, which is an approximate sphere. Kriging on geographical coordinates can create distortions, yet such applications have appeared (Ecker & Gelfand, 1997; Kaluzny, Vega, Cardoso, & Shelly, 1998), which have been criticized (Banerjee, 2005). Most research has centred on geodesic, or great-circle distance. If geodesic distance is substituted for Euclidean distance for the models in Equation 3, only the exponential and spherical models are permissible (Gneiting, 2013). Note that distance is measured in radians, and restricted to the interval [0, $\pi$].

For an interesting ecological application, Bradbury, Ralph, and Coop (2013) propose an extension of a powered exponential, also called a stable geostatistical model, that combines Euclidean distance with ecological or genetic distance. Then Guillot et al. (2014) show how the stable model can be used with geodesic (great circle) distances, but only if the power parameter of the stable model is restricted, and they also discuss ways of “gluing” geographical distances and environmental distances to create permissible models.

The literature given above, with many examples, shows that replacing Euclidean distance with some other metric that makes more physical sense is intuitively appealing, but yields impermissible models that do not guarantee positive definite covariance matrices. To further illustrate the issues with a real example, I re-analyse the data in Ladle et al. (2017b).

3 | RE-ANALYSIS OF LADLE ET AL. (2017b)

Prior to a re-analysis of Ladle et al. (2017b), I summarize their analysis. I then review several general approaches to spatial models for non-Euclidean distance metrics. Finally, I introduce the reduced-rank method that I ultimately use on the data of Ladle et al. (2017b).

3.1 | Review of Ladle et al. (2017b)

Ladle et al. (2017b) provide an interesting study of human activity along a linear network of roads and trails in a portion of Alberta’s Rocky Mountains. They analysed both motorized and non-motorized activities; see Figure 1 in Ladle et al. (2017b) for the trails and study area. The spatial locations obtained from their online data, along with the linear network of roads and trails, are shown here in Figure 4. They use a two-stage analysis, first fitting a mixed-effects logistic
regression model to the presence of any activity during hourly increments. The fixed effects in their models include rainfall, date, time of day, etc. Random effects for spatial location and time were also included, and estimated as best linear unbiased predictions (BLUPs). These BLUPs were subsequently used in a second stage of analysis as spatial data. Linear network distance among BLUPs was used in place of Euclidean distance, and ordinary kriging was used to predict BLUPs at unsampled locations along the linear network; see Figure 4 in Ladle et al. (2017b). In all that follows, I will re-analyse only the non-motorized data from Ladle et al. (2017b), using the estimated BLUP values and the linear network and Euclidean distance matrices that they provided as online data.

The main objective of this paper, and my prior review, is to show that substitution of non-Euclidean distance metrics into autocorrelation models derived for Euclidean distance can create covariance matrices that are not positive definite. For the particular case of Ladle et al. (2017b), using their linear network distance matrix in the models given in Equation 3 showed that none of the models are permissible beyond a certain \( \alpha \) value (Figure 3a). On the other hand, using the Euclidean distance matrix provided by Ladle et al. (2017b), all models yield positive definite covariance matrices at all values of \( \alpha > 0 \) (Figure 3b), which simply verifies that they are permissible models. Note that the fitted exponential model had \( \hat{\alpha} = 14.2 \) km in Ladle et al. (2017b) for non-motorized variables, which yielded a positive definite covariance matrix because \( \alpha < 28.2 \) km had all positive eigenvalues (Figure 3a). The (incorrectly) fitted spherical models in Ladle et al. (2017b) (see Ladle, Avgar, Wheatley, & Boyce, 2017a) had estimated range parameters > 40 km, which would not yield positive definite covariance matrices because \( \alpha > 15.9 \) had negative eigenvalues (Figure 3a).

### 3.2 | Review of non-Euclidean distance models

Several approaches can be used for creating spatial models in novel situations, whether for non-Euclidean distances or other situations. The first is the spatial moving average, also called a process convolution and autoconvolution. The spatial moving-average approach is very similar to a moving-average model in time series, except that the random variables that are "smoothed" are continuous in space (also known as a white noise process). This approach has been used for flexible variogram modelling (Barry & Ver Hoef, 1996), multivariable (cokriging) models (Ver Hoef & Barry, 1998; Ver Hoef, Cressie, & Barry, 2004), nonstationary models (Higdon, 1998; Higdon, Swall, & Kern, 1999), stream network models (Cressie et al., 2006; Ver Hoef & Peterson, 2010; Ver Hoef et al., 2006), models on the sphere (Gneiting, 2013) and spatio-temporal models (Conn et al., 2015; Wikle, 2002). Using the moving-average approach requires solving integrals to obtain the autocorrelation function, or approximating the integrals. For example, the integrals are tractable for stream networks when purely dichotomous branching occurs (Ver Hoef et al., 2006), however, they are not tractable for more general linear networks.

The use of bivariate splines over complex spatial domains is an area of active research, beginning with Ramsay (2002), which includes Wang and Ranalli (2007) and soap-film smoothing (Wood, Bravington, & Hedley, 2008), with recent improvements (Miller & Wood, 2014; Sangalli, Ramsay, & Ramsay, 2013). Approximating locations within irregular boundaries by a wire mesh introduces neighbour-based methods, also known as lattice-based methods, such as integrated nested Laplace approximation (INLA; Rue, Martino, & Chopin, 2009). At the limit of a very dense mesh, these methods are an approximation to a spatial partial difference Equation (SPDE; Lindgren, Rue, & Lindström, 2011), that can allow for barriers and complex spatial domains (Bakka, Vanhatalo, Illian, Simpson, & Rue, 2016). Another approach using wire meshes is given by McIntyre and Barry (2017).

There are many connections among the methods given above, and I do not attempt a complete review. The approach that I will feature is a reduced-rank idea, also called a dimension reduction (Wikle & Cressie, 1999) and spatial radial basis (Hefley et al., 2016; Lin & Chen, 2004) method. It is closely related to splines, and handles non-Euclidean topology and has computational advantages. This is a very general method, and the one that I will use to re-analyse the data of Ladle et al. (2017b). It has been mostly featured as a method for big datasets (e.g. Banerjee, Gelfand, Finley, & Sang, 2008; Cressie & Johannesson, 2008; Ruppert, Wand, & Carroll, 2003; Wikle & Cressie, 1999). I will use this method for models using linear network distances, which I describe next.

### 3.3 | Reduced-rank methods for non-Euclidean distances

The reduced-rank models are a special case of linear mixed models, so I provide a quick review. In fact, Equation 1 is a special case of a mixed model. A mixed model is often written as

\[
Y = X\beta + Wv + \epsilon. \tag{11}
\]

where \( X \) is a design matrix with covariates, \( \beta \) is a vector of regression parameters, \( W \) is a random-effects design matrix, \( v \) is a vector of zero-mean random effects with variance \( \sigma_v^2 = \sigma_v^2I \). In statistical textbooks, \( W \) in Equation 11 often contains dummy variables (zeros or ones) that indicate some factor level of the random effect. However, \( W \) can also contain covariates, in which case \( v \) contains random effects for the slope of a line, illustrating that there are no restrictions on the types of values (continuous or categorical) contained in \( W \). For the linear mixed model, Equation 11, recall that

\[
\text{var}(Y) = \sigma_p^2GWG^T + \sigma_v^2I. \tag{12}
\]

where \( G \) is the correlation matrix for \( v \). Classically, for mixed models, random effects are assumed independent, so \( G = I \), and then

\[
\text{var}(Y) = \sigma_p^2WW^T + \sigma_v^2I.
\]

For the reduced-rank models, let \( D \) denote a matrix of Euclidean distances among locations and \( L \) denote a matrix of linear network distances. Let \( R_{m,a,z} \) be a spatial autocorrelation matrix, where \( m = e, s, g, c, \) or \( h \) for exponential, spherical, Gaussian, Cauchy or hole effect, respectively, for one of the models in Equation 3, \( A \) is a
distance matrix, either \( D \) or \( L \), and \( \alpha \) is the range parameter for one of the models in Equation 3. For example, \( R_{m,A} \cdot \exp (- |L|/\alpha) \). Then let \( R'_{m,A} \) be the matrix where some of the columns of \( R_{m,A} \) are kept as “knots,” and all other columns have been removed; hence the term “reduced-rank.” For example, for the Ladle et al. (2017b) data, there are 239 locations, so \( R_{m,A} \) is 239 \( \times \) 239. I will reduce it to just 120 columns, so \( R'_{m,A} \) is 239 \( \times \) 120, and the reason for 120 knots is discussed later.

The reduced-rank method requires the selection of knots. In general, knots can be placed anywhere, and not only at the observed locations. I used K-means clustering (MacQueen, 1967) on the spatial coordinates to create 120 groups. Because K-means clustering minimizes within-group variance while maximizing among-group variance, the centroid of each group tends to be regularly spaced; that is, it is a space-filling design (e.g. Ver Hoef & Jansen, 2015). Then, the knots were moved to the nearest observed location. The original knot locations are shown in blue, and then moved to the red circles in Figure 4. It will be useful to have the matrix of Euclidean distances among knots only, which is a subset of the rows and columns of \( D \), and I denote the knot-to-knot distances as \( D^{k} \).

Now consider the following random-effects model as a special case of Equation 11,

\[
Y = \mu + [R'_{m,A}][\Sigma^{-1}][R'_{m,A}] + \epsilon.
\]  

(13)

In Equation 13, I have replaced \( W \) with \( R'_{m,A} \), and there are no covariates in \( X \), so \( X \) is a vector of ones, and I will assume that \( \text{var}(\nu) = [R_{m,D^{k}}]^{-1} \). A broad introduction to spatial basis functions, and rank reduction, for ecologists is given by Helley et al. (2016).

The innovations for reduced-rank spatial models in Equation 13 occur because: (1) we use correlation models of distance in the random-effects design matrix, essentially \( W = R'_{m,A} \), and (2) we also allow the random effects \( \nu \) to be spatially autocorrelated using the inverse covariance matrix from one of the models in Equation 3. The model in Equation 13 must have a positive definite covariance matrix, so I assume Euclidean distance will be used for the distance among knots. In that case, Equation 13 leads to the following covariance matrix,

\[
\Sigma = \sigma^{2}_{p}R'_{m,A}R_{m,D^{k}}^{-1}R'[m,A] + \sigma^{2}_{0}I.
\]  

(14)

Note that \( R'_{m,A} \) and \( R_{m,D^{k}} \) could have different model forms (e.g. \( m \) could be exponential from Equation 3 for \( R_{m,A} \), while \( m \) is spherical from Equation 3 for \( R_{m,D^{k}} \)). Also note that \( A \) could be \( D \), \( L \), or some other matrix based on any number of distance metrics. The construction in Equation 14 is very flexible, and several comments are pertinent:

1. Strictly speaking, the covariance matrix in Equation 14 is guaranteed to be positive definite only if \( \sigma^{2}_{0} > 0 \). This is no different than mixed models, Equation 11, where recall that the variance was \( \sigma^{2}_{p}WGW + \sigma^{2}_{0}I \).
2. Note that the inverse of a positive definite matrix will also be positive definite, so \( [R_{m,D^{k}}]^{-1} \) is positive definite as long as \( \text{Euclidean distance} D^{k} \) is used, which ensures that \( \sigma^{2}_{p}R'_{m,A}R_{m,D^{k}}^{-1}R'[m,A] \) is non-negative definite.
3. It might seem unusual to model the covariance among the knots as the inverse \( [R_{m,D^{k}}]^{-1} \). The reasons for the inverse are complex (Banerjee et al., 2008), but there is an intuitive explanation. Suppose that the reduced-rank matrix is based on Euclidean distance, that is, let \( A = D \), so we have \( R'_{m,D} \). Now, let the knots increase in number until the knots become exactly the same as the observed locations. Then, \( R'_{m,D} \) becomes \( R'_{m,D} \), the full covariance matrix, and \( [R_{m,D^{k}}]^{-1} \) becomes \( [R_{m,D^{k}}]^{-1} \) (note that because they have the same model type and distance matrix, \( \eta \) is equivalent to \( \alpha \), the inverse of the full covariance matrix. The inverse cancels one of the full covariance matrices, so in Equation 14, \( \sigma^{2}_{p}R'_{m,D}R_{m,D}^{-1}R'_{m,D} \) = \( \sigma^{2}_{p}R'_{m,D} \), which is the \( n \times n \) symmetric covariance matrix with any reduction in rank. By using the inverse, the formulation in Equation 14 allows us to recover a typical covariance matrix as the knots become equal to the observed locations. My approach will be that \( G \) in Equation 12 is \( [R_{m,D}]^{-1} \), but note that any other positive definite matrix could be used for \( G \), including \( G = I \).
4. It is not necessary to use reduced rank. The full covariance matrices in Equation 14 could be used, including the inverse of the Euclidean distance covariance matrix sandwiched between the linear distance covariance matrices, but see the next item.
5. In addition to allowing non-Euclidean distances in the random-effects design matrix, \( R'_{m,A} \), there is a computational advantage to using rank reduction in Equation 14. Notice that \( \Sigma \) is a 239 \( \times \) 239 matrix, and likelihood-based methods (such as maximum likelihood, or restricted maximum likelihood) require the inverse of \( \Sigma \). Computing matrix inverses is computationally expensive, and grows exponentially with the dimension of the matrix (as a cube of the number of locations). However, the reduced-rank formulation allows an inverse of \( \Sigma \) that is reduced to the size of the rank reduction by using the Sherman–Morrison–Woodbury result (Sherman & Morrison, 1949; Woodbury, 1950); see an excellent review by Henderson and Searle (1981). In our case, if we choose 120 knots, then the inverse would be for a 120 \( \times \) 120 matrix rather than a 239 \( \times \) 239 matrix. The number of knots is a decision based on speed vs. precision. Generally, the model will perform better with more knots, and a good guideline is to use as many knots as is computationally feasible. I used 120 knots, approximately half of all 239 locations, to illustrate that a reduction in rank still works well.

In what follows, I will always choose a single model form, \( m \), across all three components of \( R'_{m,A}R_{m,D^{k}}^{-1}R'[m,A] \), and I will always use the linear network distance matrix \( L \) for \( A \), but allow the autocorrelation parameter \( \alpha \) to be different from \( \eta \). For example, the reduced-rank exponential model that uses linear network distance has a covariance matrix

\[
\Sigma = \sigma^{2}_{p}R'_{m,L}R_{m,L}^{-1}R'[m,L] + \sigma^{2}_{0}I.
\]  

(15)

For this covariance matrix, there are four parameters to estimate; \( \sigma^{2}_{p} \), \( \alpha \), \( \eta \), and \( \sigma^{2}_{0} \). In what follows, I fit all reduced-rank models using REML.
TABLE 1  Model fits and cross-validations statistics using the non-motorized data found in Ladle et al. (2017b). Models are given in Equation 3, and Y in the RR column indicates the reduced-rank version. The distance matrix used (Lin for linear, Euc for Euclidean) has column heading Dis. Meth column is fitting method, either weighted least squares (WLS), CWLS or restricted maximum likelihood (REML), as described in Supplementary Material. Parameter estimates are given with column headings indicating parameter, using notation from Equations 2, 3, and 14. A blank indicates it was not part of the model. The column heading PD has a Y if the fitted covariance matrix was positive definite, otherwise it is blank. The Nnv column shows the number of negative prediction standard errors from cross-validation. On the right are Akaike information criteria (AIC) and summary statistics from cross-validation, showing Corr, the correlation between true and predicted values, root-mean-squared prediction errors (RMSPE) and proportion of times that the 90% prediction interval covered the true value (C190). The last two rows, below the solid line, are a single variance component model including a reduced-rank component, and a Euclidean distance component.

<table>
<thead>
<tr>
<th>Model</th>
<th>RR</th>
<th>Dis</th>
<th>Meth</th>
<th>σ₀²</th>
<th>α</th>
<th>η</th>
<th>σ₀²</th>
<th>PD</th>
<th>Nnv</th>
<th>AIC</th>
<th>Corr</th>
<th>RMSPE</th>
<th>C190</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp</td>
<td></td>
<td></td>
<td>Lin</td>
<td>5.1</td>
<td>14.2</td>
<td></td>
<td></td>
<td>Y</td>
<td>0</td>
<td>0.639</td>
<td>1.594</td>
<td>0.699</td>
<td></td>
</tr>
<tr>
<td>Exp</td>
<td></td>
<td></td>
<td>CWLS</td>
<td>4.9</td>
<td>28.6</td>
<td>1.1</td>
<td>0</td>
<td>Y</td>
<td>0</td>
<td>0.672</td>
<td>1.483</td>
<td>0.866</td>
<td></td>
</tr>
<tr>
<td>Sph</td>
<td></td>
<td></td>
<td>WLS</td>
<td>4.8</td>
<td>36.4</td>
<td></td>
<td></td>
<td></td>
<td>31</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sph</td>
<td></td>
<td></td>
<td>CWLS</td>
<td>3.6</td>
<td>43.7</td>
<td>1.2</td>
<td>Y</td>
<td>0</td>
<td>0</td>
<td>0.659</td>
<td>1.507</td>
<td>0.858</td>
<td></td>
</tr>
<tr>
<td>Gau</td>
<td></td>
<td></td>
<td>WLS</td>
<td>4.7</td>
<td>15.7</td>
<td></td>
<td></td>
<td></td>
<td>97</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gau</td>
<td></td>
<td></td>
<td>CWLS</td>
<td>3.2</td>
<td>22.3</td>
<td>1.8</td>
<td></td>
<td>0</td>
<td>0</td>
<td>0.603</td>
<td>1.692</td>
<td>0.782</td>
<td></td>
</tr>
<tr>
<td>Cau</td>
<td></td>
<td></td>
<td>WLS</td>
<td>5.1</td>
<td>12.1</td>
<td></td>
<td></td>
<td></td>
<td>121</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cau</td>
<td></td>
<td></td>
<td>CWLS</td>
<td>4.1</td>
<td>21.8</td>
<td>1.7</td>
<td>Y</td>
<td>0</td>
<td>0</td>
<td>0.613</td>
<td>1.593</td>
<td>0.828</td>
<td></td>
</tr>
<tr>
<td>Hol</td>
<td></td>
<td></td>
<td>WLS</td>
<td>4.2</td>
<td>7.9</td>
<td></td>
<td></td>
<td></td>
<td>125</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hol</td>
<td></td>
<td></td>
<td>CWLS</td>
<td>2.5</td>
<td>8.9</td>
<td>1.8</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exp</td>
<td></td>
<td></td>
<td>Euc</td>
<td>4.6</td>
<td>15.9</td>
<td>1.0</td>
<td>Y</td>
<td>0</td>
<td>0</td>
<td>0.664</td>
<td>1.496</td>
<td>0.883</td>
<td></td>
</tr>
<tr>
<td>Sph</td>
<td></td>
<td></td>
<td>Euc</td>
<td>3.6</td>
<td>30.0</td>
<td>1.3</td>
<td>Y</td>
<td>0</td>
<td>0</td>
<td>0.665</td>
<td>1.492</td>
<td>0.883</td>
<td></td>
</tr>
<tr>
<td>Gau</td>
<td></td>
<td></td>
<td>Euc</td>
<td>3.1</td>
<td>15.1</td>
<td>1.8</td>
<td>Y</td>
<td>0</td>
<td>0</td>
<td>0.640</td>
<td>1.537</td>
<td>0.866</td>
<td></td>
</tr>
<tr>
<td>Cau</td>
<td></td>
<td></td>
<td>Euc</td>
<td>3.9</td>
<td>14.1</td>
<td>1.7</td>
<td>Y</td>
<td>0</td>
<td>0</td>
<td>0.654</td>
<td>1.512</td>
<td>0.879</td>
<td></td>
</tr>
<tr>
<td>Hol</td>
<td></td>
<td></td>
<td>Euc</td>
<td>2.5</td>
<td>6.2</td>
<td>1.9</td>
<td>Y</td>
<td>0</td>
<td>0</td>
<td>0.617</td>
<td>1.573</td>
<td>0.866</td>
<td></td>
</tr>
<tr>
<td>Exp</td>
<td></td>
<td></td>
<td>REML</td>
<td>3.0</td>
<td>11.4</td>
<td>1.4</td>
<td>Y</td>
<td>0</td>
<td>906.71</td>
<td>0.665</td>
<td>1.492</td>
<td>0.900</td>
<td></td>
</tr>
<tr>
<td>Sph</td>
<td></td>
<td></td>
<td>REML</td>
<td>3.3</td>
<td>27.9</td>
<td>1.5</td>
<td>Y</td>
<td>0</td>
<td>905.23</td>
<td>0.668</td>
<td>1.488</td>
<td>0.887</td>
<td></td>
</tr>
<tr>
<td>Gau</td>
<td></td>
<td></td>
<td>REML</td>
<td>2.2</td>
<td>9.0</td>
<td>1.8</td>
<td>Y</td>
<td>0</td>
<td>907.02</td>
<td>0.663</td>
<td>1.496</td>
<td>0.891</td>
<td></td>
</tr>
<tr>
<td>Cau</td>
<td></td>
<td></td>
<td>REML</td>
<td>2.7</td>
<td>9.5</td>
<td>1.8</td>
<td>Y</td>
<td>0</td>
<td>906.52</td>
<td>0.661</td>
<td>1.499</td>
<td>0.900</td>
<td></td>
</tr>
<tr>
<td>Hol</td>
<td></td>
<td></td>
<td>REML</td>
<td>2.0</td>
<td>5.7</td>
<td>2.3</td>
<td>Y</td>
<td>0</td>
<td>918.30</td>
<td>0.621</td>
<td>1.567</td>
<td>0.912</td>
<td></td>
</tr>
<tr>
<td>Exp</td>
<td></td>
<td>Y</td>
<td>REML</td>
<td>1.6</td>
<td>12.5</td>
<td>3.4</td>
<td>1.3</td>
<td>Y</td>
<td>0</td>
<td>901.61</td>
<td>0.674</td>
<td>1.475</td>
<td>0.891</td>
</tr>
<tr>
<td>Sph</td>
<td></td>
<td>Y</td>
<td>REML</td>
<td>1.4</td>
<td>26.0</td>
<td>9.4</td>
<td>1.3</td>
<td>Y</td>
<td>0</td>
<td>902.21</td>
<td>0.678</td>
<td>1.468</td>
<td>0.887</td>
</tr>
<tr>
<td>Gau</td>
<td></td>
<td>Y</td>
<td>REML</td>
<td>1.2</td>
<td>10.7</td>
<td>3.6</td>
<td>1.3</td>
<td>Y</td>
<td>0</td>
<td>905.76</td>
<td>0.671</td>
<td>1.481</td>
<td>0.883</td>
</tr>
<tr>
<td>Cau</td>
<td></td>
<td>Y</td>
<td>REML</td>
<td>1.5</td>
<td>9.8</td>
<td>3.5</td>
<td>1.3</td>
<td>Y</td>
<td>0</td>
<td>901.58</td>
<td>0.674</td>
<td>1.476</td>
<td>0.891</td>
</tr>
<tr>
<td>Sph</td>
<td></td>
<td>Y</td>
<td>REML</td>
<td>0.8</td>
<td>16.7</td>
<td>10.1</td>
<td>1.4</td>
<td>Y</td>
<td>0</td>
<td>903.35</td>
<td>0.686</td>
<td>1.453</td>
<td>0.895</td>
</tr>
</tbody>
</table>

3.4 | Re-analysis of the Ladle et al. (2017b) data

The re-analysis of Ladle et al. (2017b) is given in Table 1. The data were downloaded from the Dryad Repository https://doi.org/10.5061/dryad.62t17. To evaluate models, I use four criteria, the first being AIC (Akaike, 1973; Burnham & Anderson, 2002), which assumes that the data were distributed as a multivariate normal likelihood with a spatial covariance matrix (for an example using spatial models, see Hoeting, Davis, Merton, & Thompson, 2006). AIC was only used when fitting with REML.

The rest of the criteria are based on leave-one-out cross-validation. Let \( y_i \) be the vector of observed data with the \( i \)th observation removed. Then, using \( y_i \) and the estimated covariance matrix, with the \( i \)th row and column removed, the \( i \)th observation is predicted, denoted as \( \hat{y}_i \), with Equation 6, and its prediction standard error, denoted as \( s_e(y_i) \), is estimated with (the square root of) Equation 7. The correlation was computed on the set of pairs \((y_i, \hat{y}_i);i = 1, \ldots , n\) for all \( i \) and reported as Corr in Table 1. Root-mean-squared prediction error (RMSPE, Table 1) was computed as the square root of the mean of \((y_i - \hat{y}_i)^2\) for all \( i \). The coverage of the 90% prediction interval (C190, Table 1) was the proportion of times that the interval \([\hat{y}_i - 1.645s_e(y_i), \hat{y}_i + 1.645s_e(y_i)]\) contained the true value \( y_i \) for all \( i \).

First, I consider the fitted exponential model reported in Ladle et al. (2017b) (the first row in Table 1). The fitted model, which did not have a nugget effect, along with the empirical semivariogram,
FIGURE 5 Empirical semivariograms with various fits. The solid black circles are empirical semivariogram values in distance classes, with size proportional to number of pairs of points in each distance class. (a) Linear network distances, where the dashed lines are fitted models without a nugget effect using weighted least squares (WLS), and the solid lines are fitted models with a nugget effect using CWLS. (b) Euclidean distances, where the solid lines use CWLS, and the dashed lines use restricted maximum likelihood (REML) (which are not actually fit to the empirical semivariograms) is shown as the dashed line for the exponential model in Figure 5a. Of particular interest is the fact that the CI90 for the model in Ladle et al. (2017b) covers the true value only 69.9% of the time (Table 1). This is due to the lack of a nugget effect. The covariance matrix is forcing high autocorrelation among sites that are close together, and hence the prediction variance assumes prediction is better than it really is, which results in prediction standard errors that are estimated to be too small. When semivariograms are fitted without a nugget effect, they should be checked carefully for fitting and prediction instabilities. Models without nugget can lead to computational instability when inverting the covariance matrix (Ababou, Bagtzoglou, & Wood, 1994; Diamond & Armstrong, 1984; O’Dowd, 1991; Posa, 1989). If the modeller insists on excluding the nugget effect (as often occurs when using kriging to approximate deterministic computer models, for example, Martin & Simpson, 2005), a small nugget effect can be added to the diagonal (e.g. $1 \times 10^{-6}$ was used in Booker et al. 1999) to improve computational stability. Problems can occur due to model type (Gaussian autocorrelation is the worst) and the arrangement of the spatial locations, when “near duplicate” locations can cause apparently singular matrices for computational purposes (Bivand, Pebesma, & Gomez-Rubio, 2008, p. 220).

I fit all other models in Equation 3, both with and without a nugget effect, where linear network distance was used in place of Euclidean distance. These form rows 2-10 in Table 1. REML was not used to fit these models because REML depends on the inverse of the covariance matrix, which was unstable for these models because their covariance matrices were not positive definite. For models without a nugget, CWLS, which adds weight to empirical semivariogram values with smaller distances, provided poor fits due to the lack of congruence between the model being forced to zero at the origin, and the empirical semivariogram values. Thus, all models without a nugget effect were fitted by WLS, and all models with a nugget effect were fitted with CWLS (Table 1, Figure 5a). The results show that, other than the exponential model, all fitted models without a nugget effect had negative eigenvalues and, when using cross-validation, produced substantial numbers of negative values for prediction standard errors when using Equation 7 (31 for spherical, 97 for Gaussian, 121 for Cauchy and 125 for hole-effect). Adding a nugget effect helped, but only exponential, spherical and Cauchy models had positive definite covariance matrices. However, CI90 for all three models were well below the nominal 90% level. Of particular interest is the hole-effect model with a nugget effect. It would appear to have the best fit visually (Figure 5a), yet even when a nugget effect is included, it produced a cross-validation prediction with a negative prediction standard error (Table 1).

All models in Equation 3 were fitted with both CWLS and REML using Euclidean distance (Table 1, Figure 5b). As expected, all had positive definite covariance matrices. In all cases, models fitted with REML outperformed those same model types when fitted with CWLS; that is, the exponential model fitted with REML had lower RMSPE than the exponential model fitted with CWLS, and models fitted with REML had CI90 closer to 90% than those same models fitted with CWLS.

Four models in Table 1 used the reduced-rank approach, based on exponential, spherical, Gaussian and Cauchy autocorrelation models in Equation 3 as used in Equation 14 (the hole-effect model always performed poorly, so was eliminated). The estimated covariance parameters for each of the models are shown in Table 1. Note that all reduced-rank models outperformed all other models in terms of RMSPE, and they also had lower AIC than their Euclidean distance counterparts. CI90 for the reduced-rank models was always above 88%, so very close to the nominal 90%. Not only were the reduced-rank models the best performers, they were all completely permissible and computationally faster than the Euclidean distance models. There was little actual difference among the reduced-rank models in performance.

The results in Table 1 show a clear advantage for the reduced-rank linear network distance models, but the actual gain in performance is rather small. That is, prediction intervals are valid for both Euclidean distance and reduced-rank models, but the reduced-rank models have prediction standard errors that are about 2% shorter than those for Euclidean distance. Next, I discuss Euclidean distance and network distance models in more detail.
3.5 | Euclidean distance vs. linear network distance

Representing a road, stream etc., as a linear network in ecology, such as the trail network analysed above, is a mathematical topology that is embedded in 2-D (or 3-D) Euclidean space. As such, variables measured on linear networks may be influenced by not only processes and patterns that operate strictly within the linear network but also processes and patterns that operate in Euclidean space. For example, human activity on trails might be affected by slope, aspect, vegetation, a beautiful view etc., that operate more in 2-D space than linear network space. On the other hand, travel times from parking areas will affect human activity, and operate purely within linear network space. My view, and that of others, (Dale & Fortin, 2010; Peterson et al., 2013) is that linear networks embedded in 2-D space have a duality. Moreover, a pattern occurring on one (say the linear network), can, and often will, be captured in the other (say Euclidean) purely through the correlation between their distances. For example, Figure 6 shows a scatter plot of Euclidean distances and linear network distances for all pairwise sites in the data from Ladle et al. (2017b). In this case, it will be very difficult to see a large advantage in linear network distance models over Euclidean distance models, or vice versa, which is confirmed by Table 1.

Nevertheless, we can model both linear network distance and Euclidean distance simultaneously as a variance component model. Consider a combination of Equations 1 and 13, where the reduced-rank construction is added, rather than replacing Euclidean distance, so

\[ Y = \mu + Z + [R_{\text{lin},A}]v + \epsilon, \]

where the random effect \( Z \) has a Euclidean distance covariance matrix. For example, I fit a model that has a covariance matrix

\[ \Sigma = \sigma^2_{\text{Euc}} R_{\text{D},\phi} + \sigma^2_{\text{Euc}} R_{\text{L},\phi}[R_{\text{D},\phi}]^{-1}[R_{\text{L},\phi}] + \sigma^2_{\text{Euc}2} I, \]

where \( R_{\text{D},\phi} \) is an autocorrelation matrix based on a spherical model with full Euclidean distance matrix \( D \) among all sites, range parameter \( \phi \) and \( \sigma^2_{\text{Euc}} \) is the Euclidean distance variance component. The fitted model parameters are shown as the last two rows in Table 1, with the first row the linear network distance component, and the last row the Euclidean distance component. Combining both linear network distance and Euclidean distance provided the best predictions overall, with the lowest RMSPE and good C190. According to AIC = 903.35, the variance component model does not warrant estimating the two extra parameters because AIC was lower for exponential, spherical and Cauchy reduced-rank-only models, however, cross-validation summaries indicated otherwise. A variance component approach, combining covariance models based on linear networks, with those based on Euclidean distance, was also recommended for stream network models (Ver Hoef & Peterson, 2010), and is an intuitively appealing idea that puts both components in the model and lets the data decide on their relative contributions.

4 | DISCUSSION AND CONCLUSIONS

I have shown that a reduced-rank method can be used to create permissible models that guarantee positive definite covariance matrices for spatial models using linear network distance. The reduced-rank method is very flexible for various spatial topologies and distance metrics, and also has computational advantages. For the data from Ladle et al. (2017b), there was a distinct benefit, by lowering RMSPE and AIC, for linear network distance over Euclidean distance models, but the best model combined both distance metrics (Table 1). For the reduced-rank models, consideration must be given to the number and placement of knots (Gelfand, Banerjee, & Finley, 2012; Ruppert et al., 2003, which continues to be an area of active research.

While it is possible to fit impermissible models (Table 1) and then check the fitted model to ensure that the covariance matrix is positive definite, this practice is discouraged in traditional geostatistics. For example, note that some models (Table 1) happened to have positive definite covariance matrices for the specific set of locations and estimated \( \alpha \) values, resulting in cross-validation predictions that had positive variance estimates. However, as discussed for Equation 9, when predicting at locations where data were not collected, a larger covariance matrix must be considered. This can be computationally expensive or impossible to check (it is computationally expensive to compute eigenvalues) if there are thousands of prediction locations, as there were in Ladle et al. (2017b). Much simpler, and safer, is to choose permissible models/methods that guarantee positive definite covariance matrices for all spatial configurations and model parameter values.
The reduced-rank methods are not the only approach for developing models for non-Euclidean distance metrics, as I reviewed earlier. The larger point of Ladle et al. (2017b) is important. Scientists are realizing that Euclidean distance may not represent ecologically relevant distance. New methods using non-Euclidean distance provide exciting research opportunities, but it requires collaboration between statisticians and ecologists to ensure statistical models have appropriate properties.
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