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Abstract

Flow-stratified sampling is a new method for sampling water quality constituents such as
suspended sediment to estimate loads. As with selection-at-list-time (SALT) and time-stratified
sampling, flow-stratified sampling is a dtatistical method requiring random sampling, and
yielding unbiased estimates of load and variance. It can be used to estimate event yields or
to estimate mean concentrations in flow classes for detecting change over time or differences
from water quality standards. Flow-stratified sampling is described and its variance compared
with those of SALT and time-dtratified sampling. Time-stratified sampling generaly gives the
smallest variance of the three methods for estimating storm yields. Flow-stratified sampling of
individual storms may fail to produce estimates in some short-lived strata because they may
have sample sizes of zero. SALT will tend to give small samples and relatively high variances for
small storms. For longer and more complex hydrographs, having numerous peaks, flow-
stratified sampling gives the lowest variance, and the SALT variance is lower than that of
time-stratified sampling unless the sample size is very large. A desirable feature of flow-
stratified sampling is that the variance can be reduced after sampling by splitting strata,
particularly high flow strata that have been visited just once, and recalculating the total and
variance. SALT has the potential to produce the lowest variance, but cannot be expected to do
so with an auxiliary variable based on stage.

1. Introduction

Standard references on  suspended  sediment methods (US  Interagency Committee
on Water Resources, Subcommittee on Sedimentation, 1963; Guy and Norman,
1970; Vanoni, 1975) generally emphasize measurement techniques for obtaining
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instantaneous concentrations, and offer minima guidance for estimating event
loads or seasonal loads. Rules for sampling-that is, selecting times to measure
concentrations-are limited to generalities and the logical connection between
sampling procedures and load estimates is largely ignored. Because measuring
concentrations is costly, methods are needed which effectively use limited sets of
concentration data. The selection and application of these data can have profound
effects on the estimated suspended sediment vyield.

A widely used method involves a sediment rating curve which expresses sediment
concentration as a continuous function of discharge based on a sample of con-
centration-discharge pairs (Campbell and Bauder, 1940; Miller, 1951; Glysson,
1987). Predictions from a rating curve are applied either to flow duration data or
directly to the hydrograph. These methods have a long history of development and
use owing to ther rdaive ease of application and flexibility.

Comparing rating curve estimates and more direct and intensive measures of
suspended load show that rating curve methods can be biased and highly variable
(Colby, 1956; Walling, 1977ab). Also, rating curve estimates depend on sampling
protocol (Bennett and Sabol, 1973; Beschta, 1978; Thomas, 1988). Methods for
correcting bias in logarithmically transformed data (typically used for rating
curves) have been suggested as a solution (Ferguson, 1986, 1987). However, athough
bias correction is beneficid, it does not rectify problems in edimetes obtaned from
poorly fiting models (Thomas, 1985, 1988, Koch and Smillie, 1986; Waling and
Webb, 1988). Cohn et a. (1992) stated that some bias-corrected estimates appear
not to be serioudy affected by lack of fit, but this was shown for a sample of sediment
rating curve data rather than a complete hydrograph. Sediment concentration is
clearly dependent on factors other than simultaneous discharge (Rieger and Olive,
1984), and rating curves rarely, if ever, reflect watershed dynamics adequately to give
reliable yield estimates.

An alternative to using rating curves is to sample concentration much more
frequently with automated pumping equipment or to estimate concentration from
a highly correlated surrogate variable, such as turbidity, which can be measured
continuously (Rieger and Olive, 1988). Instantaneous measurements or estimates of
concentration are then multiplied by discharges representing short time periods and
the products are summed over al time periods to obtain the load (Porterfield, 1972).
Either of these methods may serve in particular applications, especialy for research
studies requiring detailed information on watershed response to treatments.
However, the expense of collecting and analyzing much larger sets of concentration
data and difficulties associated with remote data collection rule out this approach in
other cases.

In rivers where concentrations change slowly over time another sampling strategy
measures concentrations at longer intervals and uses time series analyses to estimate
loads (Gurndl and Fenn, 1984; Lemke, 1991). However, time series models require
equally spaced measurements and, in streams where data must be closely spaced to
define occasional short periods of high sediment delivery, the cost can be prohibitive.
Sampling strategies that vary sampling rates to reflect changing load conditions are
needed to reduce cost without sacrificing accuracy and precision.
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Although error estimates have not traditionally been reported for estimates of
suspended sediment load, Gilroy et a. (1990) described methods for estimating the
error of rating curve load estimates. They cautioned, however, that these methods
require knowledge of the true model form and coefficients, and can be severely biased
when the modd is extrgpolated beyond the range of the developmenta data

By defining a time-based population and sampling at random, unbiased estimates
of both load and variance can be obtained with standard formulae from sampling
theory. Stratified or variable probability sampling plans can reduce variance by
taking advantage of population structure. A programmable data logger can direct
random sampling by an automatic pumping sampler and adjust sampling intensity to
real-time flow conditions. The additiona effort needed for random sampling is repaid
by estimates that, neglecting measurement errors, are unbiased regardless of the
sample and population to which they are applied. Selecting a plan depends primarily
on ease of use and magnitude of variance. Two such plans have been proposed
recently (Thomas, 1985; Thomas and Lewis, 1993). We describe a third plan here
and compare its performance with that of the other two.

2. Sampling designs
2.1. Suspended sediment populations

In suspended sediment sampling, the population of interest is typicaly the sediment
load for a hydrograph or some partition thereof. The sampling units are defined as
sediment loads for some short fixed intervd of time short enough to be adequatdy
characterized by a midpoint discharge and concentration measurement. (We assume
in this paper that stage and water discharge are available in real time and that
sediment  concentration is determined later by laboraiory andyss. We dso assume
that the concentration data are accurate messures of, or can be transformed with
minima error to, crosssectiondly averaged concentrations. This must be verified in
practice) We have found 10 min intervas appropriate for smal ‘flashy’ streams, but
longer ones may be satidfactory for larger and more dable rivers. We use the term
‘unit yidd' for the mass of sediment discharged in one interva. Our objective is to
gecify the mogt efficent (e minimd vaiance for a given sample sze) sampling
methods for estimating total sediment yield (sum of the unit yields) for various
types of hydrographs.

2.2, Sdection-at-list-time (SALT)

SALT is a variable probability sampling method similar to PPS (probability
proportional to size) sampling (Hansen and Hurwitz, 1943). Their estimation
formulae are identical. Both methods utilize an auxiliary variable, easily measurable
for the entire population, to assign selection probabilities to each unit of the
population. The variance is minimized for auxiliary variables that are proportional
to the variable of interest. PPS requires enumerating the population and measuring
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the auxiliay vaiable on the whole population before sampling. SALT was developed
as an alternative to PPS for populations which cannot be revisited for sampling
(Norick, 1969). Estimating the SALT auxiliary variable total in advance permits
sampling probabilities to be computed on the first pass through the population.
Immediately upon measuring each unit's auxiliary variable, a decision is made
whether or not to select the sampling unit. The auxiliary variable might be a stage-
based prediction of unit yield from a sediment rating curve (Thomas, 1985). This
tends to concentrate measurements of sediment during high flows and continuously
adiusts sampling intendty over a wide range of conditions. To redrict sample sizes,
other functions of stage have dso been used (Thomas, 1989).

2.3. Time-stratifed sampling

In time-stratified sampling for sediment yield, the hydrograph is partitioned into
intervals of time (consisting of integral numbers of sampling units) called strata
(Thomas and Lewis, 1993). Stratum lengths are determined at the start of each
stratum by the current stage height and direction. An automatic pumping sampler
is operated at a simple random sample of times from each stratum, and sediment
yield is estimated by the usua stratified sampling formula for the total of a finite
population (Eg. (1) below). By keeping strata short and allocating only two measure-
ments to each stratum, time-stratified sampling has given estimates of load having
lower variance than SALT, especialy for individual storm events. Time-stratified
sampling temporally distributes samples more evenly than SALT, insuring adequate
sample sizes and hence good precision for small storms as well as large ones.

2.4. Flow-stratified sampling

Flow-stratified sampling stratifies a hydrograph by water discharge rather than
time. The range of flow is divided into classes by stage height and direction and
each flow class is randomly sampled during the time it is occupied. In contrast to
time-stratified sampling, non-contiguous samples from the same flow class are placed
in the same stratum. Because there are fewer strata, sample sizes can potentialy be
smaller, even when classes are divided by the same stages that govern time-stratum
lengths.

Fig. 1 illustrates flow-stratified sampling with class boundaries at stages of 130 and
180 cm. In this example, the class definitions are identical for rising and falling stages,
but they need not be Veticd lines in the figure show the patitioning of the sedigraph
a class boundaries. It should be noted that class boundaries include stage reversas.
To detect a stage reversd, the hydrograph must drop a specified amount, cp, below
the preceding pesk or rise an amount, c;, above the preceding trough (Fig. 2). This
procedure avoids frequent shifting between rising and falling strata when a
hydrograph ‘wanders’ near peaks and troughs. Sampled units representing the
same draum in Fig. 1 ae denoted by the same symbol. The eght partitions are
combined into sx drata, as two classes are vidted twice.

Standard  dratified sampling procedures must be dtered, as the sraum Szes ae
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Fig. 1. Typical flow-stratified sample for three rising and three falling stage classes with lines indicating
stage and sediment flux. Symbols identify stratum membership for each sampling unit selected for measure-
ment. Rising and falling stratum boundaries need not be the same; they were made equal here to simplify
the drawing.
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Fig. 2. Typical hydrograph to illustrate tolerances at peaks, ¢y, and troughs, c,, used to establish reversal of
stage condition. For reversal detection, stage must drop more than ¢, below the maximum stage or rise
more than ¢, above the minimum stage retained since the last reversal. Reversal detection follows shortly
after peaks and troughs.
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not known until the end of the monitored period. Sampling decisons must be made
‘list-sequentially’, i.e. as each population unit materializes in real time, using a
method known as Bernoulli sampling (Sarndd et d., 1992).

In Bernoulli sampling, an inclusion probability, Py, is assigned in advance to each
dratum. At the midpoint of each sampling intevd, a data logger reads the dage
height and direction, retrieves the probability for the current sratum, and generates a
uniform [0,l) random number, cj. If c¢j < Py, the sampling unit is to be included in the
sample, and the data logger activates a pumping sampler. With this method of
sampling, the resulting stratum sample sizes are random variables.

In contrast to time drata, whose durations are sdected in red time and are never
combined, flow dorata ae defined before sampling begins and dl partitions of the
hydrograph (possibly including severd runoff periods) in a given flow cdass contribute
data to that dratum. Hence, the number of drata is the same regardliess of the length
of record (as long as the hydrograph ‘visits each flow class).

As with timedratified sampling, edimates of totds and ther variances can be
obtained by agpplying the dandard finite population formulae for dratified random
sampling (Ra, 1968, p. 63). The load edimator is

~ L Npnh

$=S " S M
h=1 h i=1

in which L is the number of strata and, in stratum h, Np, is the number of sampling

units, ny is the redized sample size, and vy} is the ith sampled unit. The variance

estimator is

—
Var[¥] = Y Ny(N, - nh)n—’, 2)
h=1 1
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Because the stratum sample sizes are random, variances calculated in this way are
conditional on the stratum sample sizes being what were actually obtained by chance.

In addition to estimating event loads, flow-stratified sampling can be used to
compare mean loads within classes. Indeed, flow-stratified sampling grew out of
attempts to develop ‘flow-based standards’ for water quality variates. Such
standards associate flow classes with mean loads, which can be compared for
different time periods and treatments to assess changes owing to management actions.

Using flow strata for comparisons, however, should be done with caution. With
this method there is no untreated control area for reference. Unmeasured external
changes could affect the sediment production of a watershed independently of the
treatment (Stewart-Oaten et al., 1986). For example, a drought could cause reduction
of vegetation in a watershed, temporarily changing the sediment-streamflow
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relationship. Without a reference watershed to detect such changes, measured
differences could be mistakenly attributed to the treatment. The long times over
which watershed studies are often conducted enhance this possibility.

2.5. Designing flow strata

A flow-sratified sampling protocol for estimating event yields requires deciding on
the number of strata, delineating stratum boundaries, setting the desired total sample
size, and alocating the sampling effort among the strata. The protocol should depend
on the purposes of sampling. For example, if dratum mean concentrations are of
primary interest, as would be the case for standards comparisons, stratum boundaries
may be chosen to meet legd or policy requirements. For edtimating of totd load,
stratum boundaries that minimize the variance of the total load should be chosen. We
offer guidelines when the objective is estimating the total load, but too much effort
should not be spent on obtaining ‘optimal’ values. For our data, variance estimates
were not very sensitive to modest differences in these sampling parameters. The
greatest reduction in variance is realized with the decision to use stratified sampling
rather than in its fine tuning. A general guiding principle when establishing strata is to
partition the population in such a way that variation is minimized within and
maximized among strata.

In most sampling problems, more strata mean lower variance and more expensive
data collection. With the automatic procedures used for flow-stratified sampling,
however, the cost does not rise gppreciably with increasing numbers of drata if the
totd sample Sze remains congant. The mogt important factors limiting the number
of draa ae likdy to be redrictions on the totd number of sampled units tha can be
processed and the need to avoid sample szes of zero in dl srata A bdance is needed
between having drata narrow and numerous enough to reduce the variance, while
controlling the probability (P,) of obtaining one or more stratum sample sizes of zero.
This probability is given by

L
P=1- Pl py™] @

The number of drata is best chosen usng a priori knowledge of the behavior of
the dream dte being monitored, a determination of the sample sze permitted by the
budget, and an estimate of P, Wide strata can be split after data collection,
but narrow strata cannot be combined after data collection unless the inclusion
probabilities were the same in each. For dreams in which mogt of the variaion in
sediment flux (discharge rate) occurs on the rising limb, that portion of the
hydrograph should have the most drata

A method for optimizing stratum boundaries was presented by Cochran (1963, pp.
128-133) and can be agpplied using avalable flow data and a sediment rating curve.
The flow data are ordered and broken into a large number of classes (eg. 500) with
equal ranges in predicted sediment. The square roots of the class frequencies are then
accumulated. The optima gratum boundaries for any desred number of drata are
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found a equd intervals on the cumulative square root scale. The procedure can essly
be applied separadly to risng and fdling flow deta if so dedred. In that case, two
sediment reting curves should be used.

Allocation of samples to drata should depend on the expected sizes and variances
of the drata and the costs of sampling in each dratum. Because the cost of sdlecting
a unit is essentially the same in any stratum, the cost information need not be
considered. Neyman allocation is widely used for standard stratified sampling
when costs are equa in dl drata (Cochran, 1963, p. 97). Here, the dlocation cannot
be set to exact optimality owing to the random sample sizes, but approximately
optima dratum probabilities can be asigned usng the Neyman sample szes For
stratum h and a desired total sample size of n, the ‘Neyman inclusion probability’, p?],
is computed as

x f;_ _ nSh
PEN ST ®)
> NS
h=1
in which
1/2
N, | N 2]
> (Yhi - FZ Yhi)
S, = |i=1 h =1 (6)
N, -1 ]

where, in stratum h, nf, is the Neyman sample size, &, is the standard deviation, and
Y is the ith sampling unit. Allocations for the comparisons described in the next
section were based on known population values from a particular period; in practice,
previous samples are needed to estimate values of N and .

It is particularly important to obtain reliable values of N, from flow duration
data, so that P, can be caculated. If P, is too large, then it will be necessary to
increase the inclusion probabilities above the Neyman values for strata with small
expected sample sizes (E[nn] = NpPp). If good sediment data are not initially avail-
able to estimate S,, the avoidance of zero stratum sample sizes might become the
primary dlocaion condderation. In that case, raher than using the Neyman dlo-
caion, the probabilities could be chosen to equdize expected sample szes in Al
strata. When estimates of S, later become available, the allocation could be
switched to Neyman.

3. Methods
3.1. Data collection

Streamflow, suspended sediment, and turbidity data were collected from 1982 to
1986 at a station on the 10442 ha North Fork of the Mad River in northern
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California. Discharge and turbidity were measured continuously during storm
runoff adong with frequent concentration specimens pumped from a boom-mounted
depth proportional intake (Eads and Thomas, 1983). A logarithmic turbidity-
concentretion  relationship was developed that dlowed prediction of concentration
from turbidity (the regresson had an R® of 0988 with 52 observetions) with negligible
error.

Population units were taken as sediment loads delivered in 10 min intervals. Each
unit yield was calculated from midpoint streamflow and turbidity-predicted
concentration, applied to the entire 10 min period. Sampling was compared from
these finite populations of 10 min loads.

We isolated several fragments of the 5 year record ranging in length from 3 to
31 days and calculated their sediment yields. Some of the periods were single
sorms (defined by the method of Hewlett and Hibbert (1967)) and others contained
sved gorms. These fragments were used separadly and in combinations to form
varying-length records to compare performance of the three competing sampling
schemes.

Three single-pesk storms with pesk discharges of 147, 60, and 32 m3 s| were
selected from the 1982-1983 record and designated as Events A, B, and C
respectively. Three isolated periods of the 1982-1983 data (including Events A, B,
and C) were linked to form a 39 day record with ten pesks above 15 n® s! and a
maximum discharge of 147 m® s'. Findly, a 92 day record was formed by combining
the 39 day period with five additiona isolated periods from the years 1984-1986.
This period included 22 peaks above 15 m? sl, and a maximum discharge of
147 m3 s',

3.2. Comparisons

The three sampling designs were compared by ther coefficients of variation, which
we redefined in terms of totals instead of means. Our formulation expresses the
standard deviation of the estimated total (sediment yield) as a percentage of the
known total, eliminating the effect of storm size on the comparisons.

The SALT auxiliary variable was derived from a moderately large 1983 storm
(pesk discharge was approximatdly 103 m? s1), which was not used in any of the
comparisons. The sediment rating curve for this sorm has a ‘hysteresis loop’ with two
fairly straight and nearly parallel point patterns corresponding to the rising and
fdling limbs of the hydrograph. These paterns were fitted separatedly after removing
the points connecting the two draight portions of the daa (Fig. 3). This method,
which gave good prediction for the fitted storm (except for flows lae in the risng
limb), wes then used for SALT sampling in dl sorms compared in the andyss.

Timegratified sampling requires ‘sampling schedules that  specify  stratum  length
for different stages and stage conditions (assuming a standard two or three measure-
ments per dratum) (Thomas and Lewis, 1993). Optima schedules are difficult to
cregte, but sdecting progressvely shorter drata (i.e higher sampling rates) for higher
and risng sages and longer drata for lower and faling ones works well. (Again, the
main benefit comes from stratifying, not from optimizing stratum parameters.)
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Fig. 3. Rising and falling stage regressions used for SALT auxiliary variable.

Varying the several stratum lengths while adhering to this general pattern yields
different sample szes (Table 1).

Time-stratified sampling requires long stratum lengths on low flows and during
recessons to reduce sample size If such a draum extends into subsequent storm
periods, its variance will be enormoudy increased, and the storm period may not be
adequately sampled. Arbitrarily ending a sraum causes problems (such as what to
do if no units have been sampled) that are hard to resolve. A technique that aleviates
the problem is to combine the usud time drata with a flow dratum for the lowermost
fdling sage dass This dratum is ended and sampling shifted to a timedratified

Table1
Some time-stratified sampling schedules for real-time control of stratum lengths during storms

Schedule  Stratum length (min)

no.

Rising stage (cm) Faling stage (cm)

™ 0-122 122-152 152-183 > 183 >183 183-152 152-122 122-0
1 2 180 0 50 50 90 180 180 360
2 2 180 180 0 50 0 180 360 360
3 2 180 180 180 ] 180 360 360 360
4 2 180 180 180 180 180 360 720 720
5 3 180 90 50 50 N0 180 180 360
6 3 180 180 0 50 90 180 360 360
7 3 180 180 180 90 180 360 360 360
8 3 180 180 180 180 180 360 720 720

The stratum length is governed by stage height and direction. The number of sampling units, Ny, selected
in each stratum is fixed at either two or three.
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regime whenever the data logger senses a rise in stage. Subsequent data in that flow
class continue to contribute to that sratum so it is unlikdy to be empty for most
records. We used this method to compute time-stratified edtimates for the long-period
comparisons, but not for the smple storms.

For the flow-sraified sampling design, variance reductions (computed from Egs.
(7) and (13) below) were modest using optimized boundaries or different numbers of
strata, so we used four strata on each of the rising and faling limbs to match the
time-stratified scheme with divisions at the same stages. The allocation among strata
was optimized usng the Neyman probabilities computed from a 31 day record in
1983 which contained five sgnificant sorms. None of these storms were used in the
comparisons, because in an actual application, probabilities must be based on
higoricd  data

Because complete populations were available it was possible to caculate the ‘true
sampling vaiance for each plan without usng sample edimates. For flow-dratified
sampling, we used a modified variance formula which includes the additional
variation due to random stratum sample sizes. It expresses the variance for the
population of samples from which totds can be edimated, i.e which do not include
any zero stratum sample sizes. Denotin/g the vector of stratum sample sizes by
n=.n, ..., n) the true variance of Y is

var[¥] = Ej[val¥|n]]

L 2
Sh
ZN}:(Nh - "h)—l}
ny

h=1

L 1
=3 misi (NhEnh [EJ - 1) ™

The stratum sample sizes follow a truncated binomial distribution with density
function

:En

) :{ (N) p"gN/(1-a), forn=12 .. N;

0, for n = O, 8
where the parameter p satisfies 0< p< 1, the parameter N ranges over the positive
integers, q = 1-p and a = qN. The subscripts h have been dropped for simplicity.
The moment generating function of f is

mt) = (pd + @)Ul - &) - (1 - a) @)
from which it follows that
E[n = m(0) = Np/ (I - a) (10)

and

N Npy 2
vam = m© - o2 =@ -p (=7 ) a(F= (1)
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E[l/n] can be approximated using a second-order Taylor series expansion of
g(n) = I/n about the point Np/(l - a):

1 l—a [1-a\? Np 2(1 — a)? Np \?1
= (Np) (nléa)jL () e 2

EH - 1];1)“ - (5\;}") "Bl B 1 21\7,7;23 Var[n]
G ()

(13

After reinsarting the sratum subscripts h on each varigble in Eq. (13), this expresson
for E[1/ny] may be substituted into Eq. (7) for each stratum to obtain the approximate
true vaiance of Y under Bernoulli flow-dratified sampling. For expected stratum
sample Szes of a least 15, this variance is dightly larger than the usud edimate based
on fixed draum sample Szes.

4. Results

Comparisons among the three schemes for Events A, B, and C are shown as plots of
coefficients of varidion againg sample sze (Figs 4, 5 and 6, respectivdly). SALT and
flow-gratified sampling are shown as lines, because their dlocations do not change
with sample Sze, ther variances are a snooth function of sample sze. In contrad, the
time-dratified sampling variance can only be computed for specific schedules, each of
which has a unique dlocation of the sampling effort. Hence, one point is shown for
eech timedratified schedule

Time-gratified sampling gave the lowest coefficient of varigion for Events B and C
across the range of sample sizes and was as low as or lower than the other schemes for

20
Event A
c
el 16 SALT
g 8 flow strata
f)ﬁ 12 10 flow strata
5 ~ o Time-stratified
-— 0 000 ™~
5 8] ™" ~-
S ~_ T-we IR
¥ o el —
8 4 \Nso\
O \\\‘
000 o0 °\oo
0 T T T T T T
20 40 60 80 100

Sample Size

Fig. 4. Coefficients of variation over a range in sample size for SALT, time-stratified, and flow-stratified
sampling methods applied to the simple hydrograph of Event A, which peaked at 147 m3 s!. Flow-
stratified sampling is shown with both eight and ten strata (the latter produced by splitting the upper
flow classes).
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20

Event B

SALT
- Flow-stratified

o Time-stratified

Coefficient of Variation

Sample Size

Fig. 5. Coefficients of variation over a range in sample size for SALT, time-stratified, and flow-stratified
sampling (with eight flow strata) applied to the simple hydrograph of Event B, which peaked at 60 m®s7h.

Event A. The basic time-stratified method was used (i.e. without a flow-stratum for
the lowermost falling class) because, for single-peak events, there was no problem of
subsequent storms beginning before a long falling stage stratum was completed.
Flow-stratified and SALT sampling performed similarly, with two to three times
the variation of time-stratified sampling for Events B and C. For Event A
flow-stratified sampling with eight strata did not perform as well as SALT or
time-stratified sampling. This poor performance is related to the larger size of Event A
and is easily corrected as explained below.

The lower boundary for the highest rising and falling stage stratum was 1.8 m.
Event A peaked at about 2.6 m, resulting in high variation in the two top strata (rising
and falling) because of their wide range in stage. Because inclusion of each sampling
unit is determined in real time as an independent Bernoulli trial, the strata can be
‘split’ at arbitrary stages after the data are collected as long as each resulting
substratum has enough sampled units for estimation. Any flow stratum can be

20
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€ 16 — -
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= Flow-stratified
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Fig. 6. Coefficients of variation over a range in sample size for SALT, time-stratified, and fiow-stratified
sampling (with eight flow strata) applied to the simple hydrograph of Event C, which peaked at 32 m’s7.
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split, but, generally, the upper strata have the highest variance, so splitting them has
the potential to provide the highest dividends.

Splitting strata is effective when it reduces the range (thus tending to reduce the
variance) of sediment flux in the substrata. This is most likely for strata that are
visited only once and in which sediment flux is highly correlated with stage. Fig. 7
shows sediment flux and stage in the 150—180 cm rising stratum for the 31 day period
used to optimize flow-stratified sampling. This stratum was visited during two storms.
Splitting the stratum at 165 cm does not reduce the range of sediment flux in the upper
substratum. This is typical because relationships between flux and stage change
substantially in different storms. In this case, the sum of the variances of the
substrata totals is as large as the variance of the unsplit stratum total even though the
range of the lower substratum was reduced. If we had been estimating individual
storm loads the split would have greatly reduced the ranges of sediment flux
for Storm 1 (in which sediment flux increases monotonically with stage), but not for
Storm 2.

When the two upper strata were split for Storm A at 229 cm (making ten strata in
all) the coefficient of variation was reduced by half or more (Fig. 4). Flow-stratified
sampling with ten strata performed slightly better than time-stratified sampling for
small sample sizes and not as well for larger samples. Events B and C did not occupy
the highest strata so they were not split for these storms.

It is very difficult to predict individual storm flow durations with any confidence.
Some strata may be visited only very briefly in a storm event, leading to significant
probabilities of obtaining stratum sample sizes of zero. The probabilities (P,) of one
or more such occurrences in an event varied inversely with total sample size from
0.797 t0 0.997 in Event A, from 0.006 to 0.362 in Event B, and from 0.003 to 0.136 in
Event C. The higher probabilities for Event A result from the combination of low
inclusion probabilities and shorter durations in the lowest flow classes.

The examples for storm events illustrate that the performance of flow-stratified
sampling depends on sample size and the pattern of the particular storm for which
load is being estimated. For smalier storms, flow-stratified sampling and SALT have

c o Storm 1
E 60 -~ Storm 2 ‘ ‘
9_ - e )
£ 50 I
3 |
T 40 ol
: ol
- o
3 30 Lo R R
| 2
20- T T T T T
150 155 160 165 170 175 180
Stage (cm)

Fig. 7. Sediment flux vs. stage in a flow stratum containing data from two storm periods. Splitting the
stratum at a stage of 165 cm lowers the variance of the total for Storm 1, but not for Storm 2 nor the
hydrograph containing both storms.
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Fig. 8. Coefficients of variation over a range in sample size for SALT, time-stratified, and flow-stratified

sampling (with ten flow strata) applied to the hydrograph of a 39 day composite period with ten peaks
above 91 cm and maximum pesk flow of 147 nd sl

comparable variance which is above that for time-stratified sampling. For large
sorms with hydrographs extending well into the upper drata (which ae unbounded
above), flow-dretified sampling (with stratum splitting) gives edtimates about as good
as timegraified sampling, but in most cases only a patid sorm can be edtimated
because there are no units sampled in the short-lived (lower) flow classes.

Applying the three schemes to the 39 day record produced a different pattern from
that for the storm events (Fig. 8). Because of the large pesks in this period, the two
uppermost flow drata were again Split. The flow-dratified coefficients of variation are
the lowest of any of the three methods. Time-stratified sampling and SALT
performed comparably except that time-stratified sampling had relatively larger
vaiance for sndler sample Szes.

The 92 day record further emphasized the better peformance of flow-dratified
sampling for longer complex hydrographs (Fig. 9). The time-stratified scheme
performed poorly for smaller sample sizes and about as well as SALT for large
samples. Splitting the two upper flow drata again greatly reduced the flow-dratified
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Fig. 9. Coefficients of variation over a range in sample size for SALT, time-stratified, and flow-stratified
sampling (with ten flow strata) applied to the hydrograph of a 92 day composite period with 22 peaks above
91 cm and maximum pesk flow of 147 m3 s'1
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sampling variance, giving it the lowest coefficients of vaiation among thee three
schemes across the range of sample sSzes

5. Summary and discussion

Probability sampling of suspended sediment has important advantages even
though it is more difficult to apply than deterministic methods. Validation is not
needed a gpecific dations because the load and sampling variance edimates are
known to be unbiased for any finite population. Variances under different sampling
plans have different magnitudes, however, s0 they must be dudied under different
conditions to determine the bet uses for esch method. SALT, timedraified, and
flow-stratified sampling were compared by calculating true variances of load
edimates from known sediment populaions for smple and complex hydrographs.

Flow-gratified sampling is a form of drdified random sampling that is modified to
ue measurements of dtage to govern the sdection of populaion units in red time
Srrata are formed for risng and fdling Stages, and probabilities reflecting  expected
dratum Sze and varigtion ae assgned to each one. Concentration is determined
from pumped samples for those population units for which a uniform [O,l) pseudo-
random number (cdculated in red time by a dation data logger) is less than the
dratum incluson probability (Fig. 1). This method of sample sdection is necessary
because the population of flows is not known until the end of the period. However,
this method of sample sdection produces random dratum sample Szes, which raises
the sampling variance dightly for edimates of totd load.

The load for a monitored period may be edimated by the usua drdified random
sampling formula for a population totd. Because draum sample sizes are random,
the variance edimate is conditiond on the actud sample sze obtaned.

In addition to estimating loads for specific events such as sorms or seasons, flow-
dratified sampling can be used for developing flow-based dandards for assessing
treatment effects. Stratum mean concentrations can be compared over selected
periods to determine if they have changed. Flow drata should be used for standards
only when a control watershed is monitored to insure that no externa changes have
occurred that affect sediment production.

Hydrographs for large storms may extend wel into the upper drata, which are
unbounded above. Under certain conditions, the high variance in these drata can be
reduced by gplitting them after the sample is collected-the only redriction being that
each subdratum have enough messurements to dlow estimation. Variance reduction
is mogt likey to be effective when a sratum was vidted only once because, in this case,
it is common for sediment flux to be highly corrdated with dage

The number of flow drata, their boundaries, and the incluson probabilities must
be assgned before sampling begins. These decisons depend on the purpose of the
sampling program, the information accessible at the planning stages, and the
resources available to operate the program. Sampling parameters can be dtered as
data are collected.

Time-graified sampling tends to have lower variance than dther flow-dratified or
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SALT sampling for individuad sorm events (Figs 4-6). For the large sorm (Fig. 4)
that extended well into the two upper drata, the flow-dratified sampling variance was
subgtantidly reduced by litting the two upper drata into four substraia However,
the probabilities of obtaining zero draum sample szes are difficult to control and
were unacceptably high in the larget storm event. Thomas and Lewis (1993) pointed
out tha SALT sample szes ae dso difficult to control for sorm events, resulting
in very large samples in large sorms, and very smdl samples with high variances in
small storms. Time-stratified sample sizes are less variable and insure precise
edimation of sndl as wdl as large events.

How-gretified sampling had lower variance than time-dratified or SALT sampling
for longer hydrographs composed of multiple storms (Figs 8 and 9). Timedratified
sampling gave the highest variance, except with large sample sizes. The poor
performance of time-stratified sampling reflects the fact that a large number of
time strata are needed to sample efficiently a lengthy hydrograph with multiple
pesks, but this requires a large sample size, as variance caculation requires stratum
sample szes of & least two.

It is important to remember that the results of dl the SALT comparisons in this
paper assume a pecific auxiliay variable based on sage The auxiliary variable we
used is based on much better data than would normdly be avalable to devdop a
sdiment raing curve, yet SALT was not the most efficient method in any of the
comparisons. On the other hand, an auxiliary variable based on continuous messure-
ments of turbidity might significantly improve SALT’'s performance in estimating
sugpended  sediment loads. We could not use turbidity as an auxiliary vaigble in
these comparisons because suspended sediment was computed directly from
turbidity to construct our populations. These results can be summarized as
follows.

(1) For edimating the totd load of individud <orms, timedratified sampling gives
the lowest variance

(2 For edimating the totd load of individud sorms, both flow-gratified sampling
and SALT have poor sample sze control.

(3) For edimating the tota load of long periods with many peeks flow-dratified
sampling gives the lowest variance

(4) Fow-dratified sampling variance can often be reduced by splitting high-flow
drata after deta collection.

(5) Time-stratified sampling variance tends to increase more rapidly, relative
to the other methods, as the sample size is reduced, especially in complex
hydrographs.

(6) Although SALT was not the best method in any of these comparisons, its
vaiance might be greatly reduced if a better auxiliay variable were available
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