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ABSTRACT 

The National Centers for Environmental Prediction regional spectral model and mesoscale spectral 
model (NCEP RSM/MSM) use a spectral computation on perturbation. The perturbation is defined as a 
deviation between RSM/MSM forecast value and their outer model or analysis value on model sigma-
coordinate surfaces. The horizontal diffusion used in the models applies perturbation diffusion in spectral 
space on model sigma-coordinate surfaces. However, because of the large difference between RSM/MSM 
and their outer model or analysis terrains, the perturbation on sigma surfaces could be large over steep 
mountain areas as horizontal resolution increases. This large perturbation could introduce systematical 
error due to artificial vertical mixing from horizontal diffusion on sigma surface for variables with strong 
vertical stratification, such as temperature and humidity. This nonnegligible error would eventually ruin the 
forecast and simulation results over mountain areas in high-resolution modeling. 

To avoid the erroneous vertical mixing on the systematic perturbation, a coordinate transformation is 
applied in deriving a horizontal diffusion on pressure surface from the variables provided on terrain-
following sigma coordinates. Three cases are selected to illustrate the impact of the horizontal diffusion on 
pressure surfaces, which reduces or eliminates numerical errors of mesoscale modeling over mountain areas. 
These cases address concerns from all aspects, including unstable and stable synoptic conditions, moist and 
dry atmospheric settings, weather and climate integrations, hydrostatic and nonhydrostatic modeling, and 
island and continental orography. 

After implementing the horizontal diffusion on pressure surfaces for temperature and humidity, the 
results show better rainfall and flow pattern simulations when compared to observations. Horizontal dif­
fusion corrects the warming, moistening, excessive rainfall, and convergent flow patterns around high 
mountains under unstable and moist synoptic conditions and corrects the cooling, drying, and divergent flow 
patterns under stable and dry synoptic settings. 

1. Introduction 

It is well known that computational noise can appear 
for any prognostic variable after time integration in the 
discretized numerical modeling system. This noise 
could be generated because of the excessive shortwave 
growth through the energy cascade and aliasing of the 
model nonlinear integration. If noise is not reduced or 
controlled it could grow and eventually ruin the inte­
gration by so-called numerical nonlinear instability 
(Phillips 1959). There are methods to control noise. 
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One is horizontal diffusion, which is most commonly 
used in numerical modeling. The other is the selected 
numerical difference scheme, which has intrinsic fea­
tures providing diffusion implicitly—such as interpola­
tion, which is used in the semi-Lagrangian scheme 
(Robert 1993)—or has enstrophy conserved, such as 
Arakawa’s (1966) conserving difference scheme. 

Diffusion schemes can be classified into two major 
groups. One is subscale parameterization (Tag et al. 
1979, and others), which provides well-mixed fields 
through eddy physics, and the other is numerical 
smoothing (Cullen 1976; Shapiro 1970; von Storch 1978; 
and others). Since the horizontal scale is larger than the 
vertical scale in most mesoscale modeling, and the un­
derstanding of eddy physics in the horizontal direction 
is limited, numerical smoothing by horizontal diffusion 
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is commonly used. To eliminate noise growth due to 
numerical nonlinear instability, it is sufficient to reduce 
only the growth of smaller-scale waves. Thus, a higher-
order horizontal diffusion scheme should be used be­
cause it is more selective to the small scale. Neverthe­
less, as incrementally higher orders are applied, increas­
ingly complicated and costly computations are required 
in gridpoint models. Thus only second- or fourth-order 
difference is commonly used in the gridpoint models. In 
a spectral model, the horizontal diffusion can be ap­
plied in spectral spaces because it is a linear term. It can 
even be computed in an implicit time scheme for better 
stability. Hence, higher-order horizontal diffusion can 
be readily used in the spectral model with linear com­
putation in spectral space. For example, the National 
Centers for Environmental Prediction’s (NCEP) opera­
tional global spectral model utilizes sixth-order hori­
zontal diffusion at higher resolution, though it used sec­
ond order with consideration of energy dissipation at 
lower resolutions (Kanamitsu et al. 1991). 

Unlike the vertical diffusion, the horizontal diffusion 
term is ambiguous in terrain-following coordinates. 
Over mountain areas in terrain-following coordinates, 
should the diffusion be operated on terrain-following 
coordinate surfaces or horizontal height surfaces? 
Pielke (1984) pointed out that horizontal diffusion over 
mountain areas should be applied on horizontal sur­
faces; otherwise an erroneous vertical mixing through 
the horizontal diffusion on the terrain-following coor­
dinate surfaces will occur. The error produced by this 
erroneous vertical mixing could be dramatically large 
for the variables of concern that have vertical stratifi­
cation, such as temperature and humidity. In sigma-
coordinate models, however, the surface pressure is a 
prognostic variable, and it cannot be smoothed by dif­
fusion on the terrain surface without special treatment 
(Juang 1988), because surface pressure is decreasing 
with increase of terrain height. The direct way to avoid 
this kind of error is to apply horizontal diffusion on 
horizontal height surfaces (Zängl 2002) or quasi-
horizontal pressure surfaces (Moorthi 1997; Kanamitsu 
et al. 2002). 

Representing horizontal diffusion on horizontal or 
quasi-horizontal surfaces in the terrain-following coor­
dinates requires either vertical interpolation and/or ex­
trapolation of variables from coordinate surfaces to 
horizontal surfaces. However, it can be done alterna­
tively by applying the perturbations instead of the full 
fields, provided that the distribution of the perturbation 
is not systematic or the stratification is eliminated from 
the perturbation. Using perturbations for horizontal 
diffusion on terrain-following coordinate surfaces may 
have some advantages. For instance, no vertical inter­
polation is needed; it can be expressed in one simple 
linear term when the computation is done in spectral 
space, and it is easy to apply a higher-order implicit 
time scheme. Perturbation methods used for horizontal 
diffusion on terrain-following coordinates can be an 

economical method, as mentioned above. This is de­
scribed in section 2. However, the horizontal diffusion 
with perturbation on terrain-following coordinates does 
not work well in high-resolution modeling; thus a modi­
fied full-field horizontal diffusion on pressure surfaces 
is introduced in section 3. In section 4, three cases il­
lustrate the evidences of problematic perturbation dif­
fusion on terrain-following surfaces at high resolution. 
We discuss experiment design and highlight the roles of 
vertical stratification and atmospheric stability. In sec­
tion 5, the results from these three cases are shown with 
comparison to diffusion on sigma surfaces, demonstrat­
ing the satisfactory solution with a full-field diffusion on 
pressure surfaces. Discussion and conclusions are given 
in section 6. 

2. Perturbation horizontal diffusion on sigma 
coordinates 

The NCEP regional spectral model (RSM) and me­
soscale spectral model (MSM) are used for this study. 
A description of the models can be found in Juang and 
Kanamitsu (1994) for NCEP RSM and Juang (2000) for 
NCEP MSM. NCEP MSM is the nonhydrostatic ver­
sion of NCEP RSM, which was developed following the 
same hydrostatic primitive system of model dynamics, 
model physics, and model structure as the NCEP global 
spectral model (GSM). The purpose of the perturba­
tion method, described in detail in Juang et al. (1997), 
is mainly for spectral computation, as an original de­
sign. It provides a spectral truncation as well as filtering 
to preserve large-scale features, which is beneficial for 
long-term integration, as demonstrated later in Juang 
and Hong (2001). NCEP RSM is a hydrostatic model 
using sigma coordinates, and NCEP MSM is a nonhy­
drostatic model using hydrostatic sigma coordinates, 
which can be referred to as mass coordinates. 

The NCEP RSM/MSM apply fourth-order horizontal 
diffusion on sigma surfaces to the perturbation in spec­
tral space (Juang and Kanamitsu 1994). The perturba­
tion equation with horizontal diffusion can be para­
phrased here as the following: 

aA' aAG
= (aAR)* 

- - KV4 
, A', (2.1)

at at at 

where A can be any prognostic variable and K is a con­
stant diffusion coefficient; AR is a regional variable, AG 

is a global variable, and A' is a perturbation defined as 
AR - AG. The first term on the right-hand side (rhs), 
(aAR/at)*, is the total forcing computed on the regional 
grid without horizontal diffusion. The second term on 
the rhs, aAG/at, is the total tendency including outer 
grid diffusion from the base field of the outer model 
interpolated to the regional grid. The third term on the 
rhs is the horizontal diffusion of perturbation on a 
sigma surface, under the assumption that the horizontal 
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FIG. 1. A schematic plot to show the differences in height of the 
same sigma layers due to the model terrain differences between 
the outmost coarse-resolution model (light solid and dashed 
curves) and inner fine-resolution model (heavy solid and dashed 
curves). The solid curves indicate the model terrain heights, and 
the dashed curves indicate the model layer heights. The arrows 
indicate the direction of the temperature changes after applying 
horizontal diffusion on sigma surfaces; i.e., the temperature at 
heavy dashed curve will be relaxed to the value at the light dashed 
curve. 

diffusion of the base field from the outer model has 
been done in the second term on the rhs (for more 
detail, see Juang and Kanamitsu 1994). 

The perturbation horizontal diffusion on coordinate 
surfaces in Eq. (2.1) is a linear term and can be com­
puted in spectral space. We can follow the procedure 
discussed in Sardeshmukh and Hoskins (1984) to re­
write the last term in Eq. (2.1) in spectral form for each 
wave as follows: 

1 4 n4( m )[A'- + Tn , (2.2)
T, M4 N4 m 

where m and n are the wavenumbers, and M and N are 
the maximum wavenumbers in x and y directions, re­
spectively. The [A']n represents the perturbation am-m 

plitude of a variable A in spectral space for wavenum­
ber (m, n), and Tc is e-folding time, a weighting coeffi­
cient to control the effect of the diffusion, so that K = 
1/[(�x h/ )4Tc]. For numerical stability, an implicit time 
scheme is used: 

n )t+Mt n )t-Mt n([A'Tm - ([A'Tm 
= (a[A'Tm)t 

2Mt at 

1 4 n4 

-
T, M4 + 

N 4
( m ) 

FIG. 2. The model vertical grid structure with N layers. The light 
solid lines indicate the model interfaces. The heavy solid lines 
indicate the mean value location of model layers. The interface at 
the bottom indicates the model ground surface. The interface at 
the top indicates the top of the model where pressure is zero. The 
variables of A used in the text are located on sigma layers; all 
sigmas with a “hat” are the sigma values at interfaces, and all 
sigmas without hats are the sigma values at layers. 

where aA'/at = (aAR/at)*- aAG/at, and it can be 
solved as 

n )t-Mt([A'Tm + (a[A'Tnmlat )t 2Mt 
n )t+Mt([A'Tm = 4 4 . 

2Mt n
1 + +( m )T, M4 N4 

(2.4) 

It can easily be seen that this form is unconditionally 
stable with any value of Tc; thus it can have a strong 
diffusion while Tc is as small as two time steps or less. It 
works quite well for coarse resolution when the pertur­
bations over mountain areas are small. 

The perturbation given in the previous paragraph is 
defined as the difference between regional model val-

n )t+Mt([A'Tm , (2.3) ues and outer model values on the same sigma surface. 



MAY 2005 J U A N G  E T  A L .  1387 

FIG. 3. (a) Monthly averaged rainfall, in mm day-1 with a contour interval of 2 mm day-1, 
from observation analysis during Dec 1996. (b) The model terrain of RSM in Taiwan with 
horizontal resolution of 15 km. 

In cases of proximity of model terrains between NCEP 
RSM/MSM and their outer coarse-resolution model, 
say NCEP GSM, the perturbation will be negligibly 
small initially, and the noise generated after nonlinear 
integration can be smoothed out by the horizontal dif­
fusion on sigma-coordinate surfaces without introduc­
ing diffusion errors. However, as mentioned in the in­
troduction, there is a numerical problem for horizontal 
diffusion on sigma surfaces over mountain areas. Al­
though using the perturbation fields for horizontal dif­
fusion on sigma surfaces may have less error than using 
the full variable, the error might still be nonnegligible 
near steep mountain areas when the difference in the 
model terrains between outer model and regional 
model is sufficiently large. 

Figure 1 shows a schematic plot to illustrate the prob­
lem of the perturbation diffusion under normal strati­
fication of temperature and humidity (i.e., temperature 
and humidity are decreasing with height). The heavy 
(light) solid curve and heavy (light) dashed curve indi­
cate the heights of regional (outer) model terrain and 
its related sigma surface, respectively. The value on top 
of the high terrain in the regional model is colder and 
drier than that in the outer model because it represents 
a value at a higher altitude. Conversely, the tempera­
ture is higher and the specific humidity is larger in the 
regional model in a valley or at the sides of a mountain 
than that in the outer model because it represents a 
value at a lower altitude. In the inverted stratification 
(temperature and humidity are increasing with height), 
the condition is reversed. With the described pattern of 
perturbation in normal stratification or vice versa in 

inverted stratification, the horizontal diffusion of per­
turbation on a sigma surface will reduce the perturba­
tion, that is, reduce the difference between the regional 
model and the outer model; hence perturbation diffu­
sion causes warming (moistening) on top of a mountain 
and cooling (drying) over the sides of a mountain or in 
a valley under a normal stratification, and cooling (dry­
ing) on top of a mountain and warming (moistening) in 
a valley or at the sides of a mountain under an inverted 
stratification. 

The errors by perturbation diffusion can be modified 
(enhanced or reduced) under two atmospheric condi­
tions that differ because of ambient stabilities. In case 
of a conditional unstable atmosphere under normal 
stratification, it is favorable to the warming and moist­
ening on top of mountains, where the warming/ 
moistening air induces convection with rainfall. The 
diabatic heating due to convection enhances its warm­
ing and induces additional convergence around the 
mountain, which provides warm/humid air to mix with 
erroneous cold/dry air at the sides of a mountain or in 
a valley; hence the cold/dry air due to perturbation dif­
fusion error will be reduced. In case of a stable atmo­
sphere under normal stratification, the warm and 
moistening air on top of the mountain may try to as­
cend but the ambient conditions from the stable atmo­
sphere prohibits its growth; thus there is no conver­
gence induced as described in an unstable atmosphere. 
Therefore the cooling and drying air in a valley or on 
the sides of a mountain keep accumulating without mix­
ing as described in an unstable atmosphere; hence, it 
has to flow down the hill and spread to the oceans 
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FIG. 4. Vertical cross sections of (a) monthly average virtual temperature and (b) equivalent potential 
temperature with contour intervals of 1 K at the location indicated in Fig. 3b. 

because it is heavier than the environmental air. Thus diffusion as well. The horizontal diffusion on the sigma 
the cold and dry portion is enhanced. These hypotheses surfaces with full fields (either heavy dashed curve for 
and outcomes due to stratification and stability are ex- regional model or light dashed curve for outer model) 
amined and discussed in sections 4 and 5 with three real will induce warming and moistening (cooling and dry-
cases. ing) on top of mountains and cooling and drying 

Furthermore, Fig. 1 can be used to depict full-field (warming and moistening) over valleys because of the 
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FIG. 5. (a) The synoptic weather chart over the Hawaiian Islands on 1400 HST 24 May 2002. (b) The NCEP MSM model terrain, in 
m with contour intervals of 100 m, over the island of Oahu, HI, for the experiment with 1.5-km horizontal resolution. PHJR, PHNL, 
and PHNG are three observed stations. 

vertical mixing on sigma coordinates under a normal 
stratification (an inverted stratification). 

3. Horizontal diffusion on pressure surfaces in 
sigma coordinates 

As mentioned, when the NCEP RSM and MSM in­
crease their horizontal resolution, the terrain difference 
between the regional models and their outer models, 
say NCEP GSM or coarser-resolution NCEP RSM/ 
MSM, increases significantly. Thus numerical error 
from erroneous horizontal diffusion on sigma surfaces 
will appear because of the large perturbation differ­
ences over the mountain area. Eventually it ruins the 
forecast or simulation. The immediate solution, instead 
of modifying the definition of perturbation, is to apply 
diffusion on horizontal or quasi-horizontal surfaces, 
such as constant height or pressure surfaces, respec­
tively. For the predicted variables in NCEP RSM/ 
MSM, only temperature and moisture require modifi­
cation because of their systematic stratification. The 
horizontal and vertical wind field, and nonhydrostatic 
pressure in NCEP MSM, are not always monotonically 
increasing or decreasing with height, so they can be 
diffused on sigma surfaces for smoothing purposes. Sur­
face pressure does not require horizontal diffusion be­
cause it is computed by integrating the total column of 
the divergence of the smoothed wind fields. 

Since sigma coordinates are related to pressure in 

NCEP RSM/MSM, it is easier to use a pressure surface 
as the quasi-horizontal surface for horizontal diffusion 
rather than a height surface. Because of the complexity 
of derivation involved in fourth-order difference, a sec­
ond-order diffusion scheme is used. It is known that 
fourth-order diffusion is more scale selective. However, 
we used a relatively small diffusion coefficient for the 
second-order scheme. Second-order diffusion on a 
pressure surface can be written as 

2A 2Aa
2 A = K(a 

+ , (3.1)KVp 2 2 ax ay
)

p 

where A can be either temperature or specific humid­
ity, and K is a constant coefficient. To use it on a sigma 
surface, we apply a coordinate transformation: 

(aA) = (aA) - (aA)(aP) , (3.2)
ax ax aP axp , , 

where P = cPs. We use ln(Ps) in the model, so Eq. (3.2) 
can be rewritten as 

s(aA 
= (aA 

- ( aA )(a lnP
. (3.3)

ax )p ax ), a ln, ax )
, 

The second derivative can be written by differentiating
 
Eq. (3.3). For simplicity, the subscript for sigma sur­



1390 M O N T H L Y  W E A T H E R  R E V I E W  VOLUME 133 

FIG. 6. (a) Vertical cross section of daily mean virtual tempera­
ture with contour intervals of 3 K at the  location indicated in Fig. 
5b, and (b) daily mean surface-lifted index with contour intervals 
of 0.5 K for 24 May 2002. 

faces is dropped on the right-hand side hereafter. Then 
we get 

 aA a lnPs 
a(aA) a(aA 

- )ax p ax a ln, ax 
= 

ax axp 

aA a lnPs 
a(aA 

- )a lnps ax a ln, ax 
- . 

ax a ln, 

(3.4) 

After further manipulation, we get 

a 2A a 2A aA a 2 lnPs a 2A a lnPs 

2 2 - - 2= 
ax ax a ln, ax2 a ln,ax ax 

p 

a 2A (a lnPs )2 

+ . (3.5) 
a ln, 2 ax 

We can obtain the same form of Eq. (3.5) in the y 
direction. Then, the final equation we need for second-
order diffusion can be written as 

aA
2 A = V2 A -VP , V2 

, lnPs a ln, 

a a lnPs aA a lnPs 
- 2 (aA 

+ )a ln, ax ax ay ay 

2Aa [(a lnP )2 

+ (a lnPs s 
+ )2]. (3.6) 

a ln, 2 ax ay 

For spectral computation on sigma surfaces, which is 
different from the finite-difference method, all the hori­
zontal differentials on the rhs in Eq. (3.6) are dis­
cretized at grid point (i, j): first the spectral coefficients 
of A and lnPs are used to compute their derivatives in 
spectral space, then they are transformed into a grid-
point space at point (i, j) by spectral transform. Then, 
all vertical differentials are discretized by a second-
order finite difference as follows: 

aA Ak+1 - Ak Ak - Ak-1 = 0.5 (,̂k+1 + ,̂k )aln, k ,k+1 - ,k ,k - ,k-1 

(3.7) 

and 

a 2A ,k 
= 

a ln, 2 k 
,̂k+1 - ,̂k

Ak+1 - Ak Ak - Ak-1
 (,̂k+1 - ,̂k ), 

,k+1 - ,k ,k - ,k-1 

(3.8) 

where sigma hat is sigma at the interface, and sigma 
without hat is sigma at the layer where variable A is 
located; see Fig. 2 for the vertical grid structure. Note 
that all terms in the discretization of nonlinear compu­
tation for the spectral model are evaluated at point (i, j, 
k). For example, the second term in Eq. (3.6), the 
Laplacian of lnPs, is computed by the spectral method 
as described using the gridpoint value at point (i, j, k). 
The vertical gradient of A is computed by Eq. (3.7) and 
also obtained value at point (i, j, k). Then, the value of 
the second term in Eq. (3.6) at point (i, j, k) is the  
product of the Laplacian of lnPs and the vertical gradi­
ent of A; both are evaluated (or discretized) at point (i, 
j, k). Furthermore, the condition of a zero vertical gra­
dient of A at top and bottom boundaries is assumed. 

Because of the nonlinear terms in Eq. (3.6), an ex­
plicit time-integration scheme is used for the diffusion, 
and the diffusion is evaluated at the t-�t step for sta­
bility in leapfrog time differencing: 
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FIG. 7. (a) Monthly averaged observed rainfall rates, in mm day-1 with a contour interval of 1, 2, 4, and 6 mm day-1, during Aug 
1990. (b) NCEP RSM model terrain, in m with contour intervals of 500 m, for the experiment with 20-km horizontal resolution. 

(A')t+Mt - (A')t-Mt f 
2 = . . . . . .  + VP(A')t-Mt , (3.9)

2Mt Tp 

where µ = 0.125( x)2 (ignoring any map factor for sim­
plicity); Tp should be a value in seconds larger than 2 t ; 
and K = µ / Tp is from Eqs. (3.9) and (3.1). Furthermore, 
the last term in Eq. (3.6) is higher than quadratic. Al­
though the model has enough grid points to resolve a 
quadratic term in the spectral transform, it may not be 
free of aliasing. However, the results from experiments 
with and without aliasing (not shown here) are similar. 

Since RSM/MSM use relaxation to eliminate lateral 
boundary noise, the diffusion along the lateral bound­
ary may not be necessary. Thus, a blending coefficient, 
a (Juang and Kanamitsu 1994), is applied to µ = 
0.125a( x)2 in order to reduce the diffusion along the 
lateral boundary. 

4. Case descriptions and experimental design 

Three cases are selected from three different geo­
graphic locations. They are selected from three RSM/ 

MSM working groups. Nevertheless, each case repre­
sents the problem of diffusion on sigma surfaces in its 
own aspect. This section describes each case in terms of 
its mean virtual temperature stratification and stability 
during the entire period of model integration. Virtual 
temperature field is shown in this section because that 
is the field used in the model for horizontal diffusion, 
and its stratification determines the locations of posi­
tive and negative temperature biases over the mountain 
area as described in section 2 with Fig. 1. Hereafter 
“s-DIFF” refers to the original fourth-order scheme, 
and “p-DIFF” represents the full-field second-order 
horizontal diffusion on pressure surfaces as described in 
section 3. 

a. Wintertime rainfall over Taiwan 

During December of 1996, the eastern edge of the 
Siberian high provides a prevailing northeasterly wind 
over Taiwan and vicinity. The north–south-oriented 
mountain range over the center of the island, reaching 
elevations around 3000 m, lifted the prevailing north­
easterly wind to produce rainfall over northeastern Tai­
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FIG. 8. (a) Vertical cross section of monthly mean virtual tem­
perature with contour intervals of 1 K at the  location indicated in 
Fig. 7b, and (b) surface-lifted index with contour intervals of 1 K 
for Aug 1990. 

wan (see Fig. 3a). Figure 3b shows the smoothed model 
terrain with two peaks, only about 2000 m high, ob­
tained by interpolating from Navy–National Center for 
Atmospheric Research (NCAR) 5' 5' topography 
data. The line indicated by A and B is the location of a 
vertical cross section used to examine stratification and 
stability later. 

Both s-DIFF and p-DIFF schemes were applied to 
the NCEP RSM for a 1-month integration. Reanalysis 
data (Kalnay et al. 1996)—T62 and 28 layers—provided 
the initial and boundary conditions. Two simulations 
with two nested grids are performed; the first nested 
grid is from global reanalysis to 50-km p-DIFF NCEP 
RSM, and the second nested grid is from 50-km p-DIFF 
to either s-DIFF or p-DIFF 15-km NCEP RSM. The 
50-km p-DIFF was used for both 15-km runs because 
the 50-km p-DIFF simulation was considered better 

than the 50-km s-DIFF. In addition, it is reasonable to 
compare 15-km runs between s-DIFF and p-DIFF using 
the same base fields of 50-km p-DIFF. The initial con­
dition is on 1 December 1996, and lateral boundary 
conditions and the base fields were updated every time 
step by interpolation of values of outer model results or 
analysis at 6-h intervals. The time step for 15 km is 60 
s, and the diffusion e-folding time, Tp, is 1800 s. 

We use model-integrated results to examine the 
stratification and stability of this case, because model-
integrated results represented the responses during the 
integration. Figure 4a shows monthly averaged virtual 
temperature, which has normal stratification (tempera­
ture decreases with height). The temperature differ­
ence between mountaintop and foothill is about 9 K. 
However, the monthly mean equivalent potential tem­
perature shows a conditionally unstable condition over 
oceans, and a near-neutral condition along the moun­
tain surface layer in Fig. 4b. This case is a shallow un­
stable atmosphere near the ground with normal strati­
fication. Both s-DIFF and p-DIFF simulations show the 
same patterns in terms of stratification and shallow un­
stable surface layers. We use equivalent potential tem­
perature instead of surface-lifted index in this case be­
cause the shallow unstable surface layers cannot be 
detected by the surface-lifted index while the midatmo­
sphere is stable. 

b. Weak trade wind condition over the island 
of Oahu 

A weak trade wind weather forecast case over Ha­
waii was selected. Figure 5a shows the synoptic chart 
over Hawaii on 0000 UTC 25 May 2002 [i.e., 1400 Ha­
waii standard time (HST) 24 May 2002]. It indicated a 
high pressure center (1018 hPa) about 10° northeast of 
Oahu with a weak pressure gradient around the Hawai­
ian Islands, which provided a weak trade wind condi­
tion with benign weather. Figure 5b shows the model 
terrain with a contour interval of 100 m over the island 
of Oahu. The line indicated by A and B is the location 
for the vertical cross section shown for this case later. 

The NCEP global analysis (T170, 42 layers) on 0000 
UTC 25 May 2002 was used as the initial condition. 
NCEP global model forecasts were used as the bound­
ary conditions at 6-h intervals. First, NCEP RSM with 
10 km was nested within the global model forecasts, and 
RSM outputs were at every 3 h. Then NCEP MSM with 
1.5 km was nested within 10-km NCEP RSM. All mod­
els are running with 28 vertical layers. The model ter­
rain was interpolated from Navy–NCAR 1 km by 1 km  
topographic data and truncated with the model resolu­
tion. The time step for the 1.5-km NCEP MSM run was 
6 s, and the diffusion coefficient was 2400 s. The total 
integration period was 1 day. 

For the same reason given in the previous case, we 
checked the stability and stratification. Figure 6a shows 
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FIG. 9. Monthly averaged rainfall rates, in mm day-1 with a contour interval of 2 mm day-1, for Dec 1996 from NCEP RSM with 
(a) perturbation fourth-order horizontal diffusion on sigma surfaces and (b) full-field second-order horizontal diffusion on pressure 
surfaces. 

the daily mean virtual temperature. We can see that 
there is normal stratification in virtual temperature 
throughout the whole cross section. Figure 6b shows 
mean surface-lifted index from p-DIFF during 1-day 
integration. The definition of lifted index used here is 
the temperature difference (Tenv - Tpar) between en­
vironment temperature (Tenv) and lifted air parcel 
temperature (Tpar) on 500 hPa. The air parcel tem­
perature on 500 hPa is obtained by lifting air at the first 
model layer upward adiabatically, then moist adiabati­
cally after it is saturated, up to the 500-hPa surface. 
Results from s-DIFF have slightly different values from 
those from p-DIFF, but both values are all positive. 
This, shown in Fig. 5b, indicates a stable atmosphere, 
with no permanent temperature inversion during the 
1-day integration period. 

c. Summer monsoon rainfall over North America 

This is a North America summer monsoon case over 
Mexico and the southwest U.S. states of Arizona and 
New Mexico (AZNM). Figure 7a shows the model do­

main and the monthly averaged observed rainfall rate 
in mm day-1 for August 1990. Figure 7b shows the 
model terrain with a contour interval of 500 m. The line 
indicated by A and B is the location of the vertical cross 
section used in this case. Figure 7a shows that there was 
a rainfall rate exceeding 4 mm day-1 in nearly all of 
Mexico, with two maxima above 6 mm day-1: one 
around the northwestern portion of the Sierra Madre 
Occidental, and the other around the southwestern val­
leys along the coast. The rainfall rate around 2 mm 
day-1 over the southern portion of AZNM indicates 
the northern edge of the monsoon surge from Mexico 
(Anderson et al. 2000). 

The NCEP–NCAR reanalysis data (Kalnay et al. 
1996) were used as the initial condition, the lateral 
boundary, and the base field for NCEP RSM. The reso­
lution of the NCEP RSM was 20 km in the horizontal 
and 28 layers in the vertical. The NCEP RSM per­
formed a 1-month integration starting on 1 August 1990 
with sea surface temperature updated daily. The time 
step of the model was 120 s, and the diffusion time scale 
was 6000 s. 
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FIG. 10. (a) The terrain difference in meters between 15- and 50-km RSM, which is the base field for 15-km RSM. (b) The difference 
of monthly averaged 10-m wind in m s-1 between experiments of horizontal diffusion on sigma surfaces and on pressure surfaces for 
Dec 1996. 

In this case, the synoptic condition was more compli­
cated. Its stratification and stability are shown in Fig. 8. 
Virtual temperature decreased with altitude every­
where except west of Baja California and over the Pa­
cific Ocean. The stratification was neutral over the west 
of Baja California, and an inversion up to 900 hPa was 
over the Pacific Ocean. The plot of surface-lifted index 
shows two areas of negative values, which indicate un­
stable atmospheric conditions, and the atmosphere is 
stable over Baja California, the Pacific Ocean, northern 
Mexico, and the remaining states in Fig. 8. Thus this 
case presents multiple conditions for examining the re­
sponses of s-DIFF and p-DIFF simulations. 

5. Results 

The results of the p-DIFF scheme for each case are 
compared to those from the original s-DIFF scheme. 
The differences in simulation will be cross-referenced 
to the stratification and stability discussed in the previ­
ous section. 

a. Taiwan case 

Figure 9 shows the monthly averaged rainfall rate 
with a contour interval of 2 mm day-1 from (a) the 
experiment with s-DIFF and (b) the experiment with 
p-DIFF. Although both experiments result in excessive 
rainfall as compared to observations in Fig. 3a, the lo­
cations of the local maxima of the rainfall rate are well 
predicted. The result from p-DIFF (in Fig. 9b) im­
proves the simulation by reducing the excess rainfall 
amount of the s-DIFF experiment by half (in Fig. 9a) 
and changes from two local maxima in s-DIFF to one 
maximum in p-DIFF as in the observations. 

Figure 10a shows the model terrain difference be­
tween the 15-km RSM and the 50-km RSM, which pro­
vides the base field for the 15-km RSM. All of Taiwan 
is covered with positive values except the western side 
and the coastal waters. A vertical cross section in the 
east–west direction over Taiwan would show the pat­
terns as in Fig. 1. Figure 10b reveals the wind difference 
between the experiments with s-DIFF and p-DIFF. 



 

MAY 2005 J U A N G  E T  A L .  1395 

FIG. 11. The differences for monthly averaged (a) 2-m specific humidity in g g-1 with a contour interval of 2 10-4 g g  -1 and (b) 
temperature with contour intervals of 0.2 K between the experiment with horizontal diffusion on sigma surfaces and the experiment 
with horizontal diffusion on pressure surfaces for Dec 1996. 

There is a clear indication that the flow difference in­
clines to move toward the top of the mountains due to 
the impact of the horizontal diffusion on sigma sur­
faces, with convergence near mountaintops on the 
windward side. 

Figure 11 shows the differences between the experi­
ment with s-DIFF and the experiment with p-DIFF for 
(a) 2-m specific humidity with a contour interval of 
0.0002 g g-1 and (b) 2-m temperature with a contour 
interval of 0.2 K. It indicates that the s-DIFF simula­
tions were warmer and more humid with the maximum 
values around onshore and coastal areas, as shown in 
Fig. 11a. Thus, the s-DIFF under this condition results 
in erroneously high moisture and temperature over 
mountain areas, which leads to excessive rainfall; p-
DIFF corrects these erroneous results, with reduced 
and more reasonable rainfall. 

b. Island of Oahu case 

In the clement weather condition described in section 
4b, a land–sea breeze should be expected on Oahu due 

to the effect of the diurnal cycle. Figure 12 shows the 
model 10-m wind valid at 2000 HST 24 May 2002 after 
a 6-h integration, from experiments of (a) s-DIFF and 
(b) p-DIFF. It clearly indicates that this entire domain 
is under an averaged trade wind of 5 m s-1, but the 
local wind patterns in the two experiments are dramati­
cally different, not only over the island but also over the 
nearby coastal waters. At 2000 HST, the land–sea 
breeze is normally in its sea-breeze phase (see Chen et 
al. 2003). Thus, it is quite easy to identify the erroneous 
flow pattern in Fig. 12a, which shows a strong land 
breeze over the windward side. However, after the 
modification of the horizontal diffusion on pressure 
surfaces, the flow has a reasonable pattern without a 
land breeze on the windward side and a remarkable 
leeside wake, as shown in Fig. 12b. 

The difference in 2-m temperature between s-DIFF 
and p-DIFF is shown in Fig. 13a, and the corrected 2-m 
temperature by p-DIFF is shown in Fig. 13b after a 6-h 
integration. Results from Fig. 13a indicate that the air 
in s-DIFF is warmer at the mountaintop and colder 
along the valleys of the mountains, and that the accu­



1396 M O N T H L Y  W E A T H E R  R E V I E W  VOLUME 133 

FIG. 12. The 6-h forecast 10-m wind field in m s-1 valid at 2000 HST 24 May 2002 from (a) the experiment with perturbation 
fourth-order horizontal diffusion on sigma surfaces, and (b) from the experiment with full-field second-order horizontal diffusion on 
pressure surfaces. 

mulated cold air spreads into the coastal waters on the 
windward side. The location of the warming center is 
slightly west of the mountaintop (see Fig. 13c). This 
downstream shift may be because of advection by the 
prevailing wind. The stable atmosphere, as shown in 
section 4b, provides a favorable condition for a large 
area of erroneous cooling along the hills, which results 
in a downslope erroneous land breeze by s-DIFF. As 
discussed in section 2 and shown in Fig. 5a, the high 
pressure center provides favorable conditions to en­
hance the cooling portion and to induce downslope air­
flow under normal stratification by the effect of s-DIFF. 

Figure 14 shows the difference for 2-m specific hu­
midity. The distribution of specific humidity differences 
between s-DIFF and p-DIFF indicates more aridity 
along hills and coastal waters and more humidity on 
mountaintops as shown in Fig. 14a. The pattern of the 
specific humidity on the experiment with p-DIFF in 
Fig. 14b represents a reasonable result. Again, the lo­
cations of the local maxima of moistening are shifted by 
the prevailing wind, slightly more than those of tem­
perature shown in Fig. 13a. Given the similar mountain 
differences as in the previous case in Fig. 10a as well as 
the prototype in Fig. 1, and under the normal stratifi­
cation, the temperature and humidity differences in this 
case demonstrate similar patterns as those described in 
Fig. 1. But the resulting errors due to s-DIFF are quite 
different in appearance, especially the wind field. In the 
Taiwan winter case, warming and moistening of the 

s-DIFF simulation over high ground were enhanced by 
the condensation due to the excess moisture in the shal­
low unstable ambient atmosphere, and the resulting 
wind field produced a convergent difference pattern in 
support of the condensation over the top of the moun­
tain. In the Oahu weak trade wind case, however, no 
precipitation was produced in either experiment. The 
warming and moistening on the mountaintop does not 
trigger convection due to the stable atmosphere, rather, 
it vertically mixed with upper cold air since it is lighter 
than the environment. The accumulated cooling and 
drying biases covered most of the slope and foothill 
areas, which induces heavier air than the environment 
so that the cool/dry air flows downhill and spreads over 
coastal oceans. Basically, the ambient atmospheric 
stratification and the error produced in temperature/ 
humidity fields by s-DIFF are similar in both the Tai­
wan and Oahu cases. However, the difference in ambi­
ent stability results in uneven amplification in error pat­
terns for both cases. Thus stability plays a key role in 
explaining the enhancement of the errors due to s-
DIFF. 

c. North America case 

Figure 15 shows the monthly averaged rainfall rate, 
mm day-1, for August 1990 from (a) the experiment 
with s-DIFF and (b) the experiment with p-DIFF. Both 
results show local rainfall maxima all over AZNM and 
Mexico, but s-DIFF results in more erroneous features 
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than p-DIFF as compared to the observations shown in 
Fig. 7a. The results from s-DIFF, in Fig. 15a, show a 
narrow area of 4 mm day-1 rainfall rate over Sierra 
Madre Occidental, and the local maximum rainfall 
rates are on top of high mountains. The results from 
p-DIFF in Fig. 15b show larger areas of rainfall above 
4 mm day-1 over the northern Sierra Madre Occidental 
and southwestern portions of the mountains. Over 
AZNM, the results from p-DIFF in Fig. 15b show more 
rainfall than those from s-DIFF in Fig. 15a, and the 
pattern of rainfall in Fig. 15b is much closer to the 
pattern of observed rainfall in Fig. 7a than those in 
Fig. 15a. 

FIG. 13. The 6-h forecast 2-m temperature valid at 2000 HST 24 
May 2002 from (a) the difference between the experiment with 
perturbation fourth-order horizontal diffusion on sigma surfaces 
and the experiment with full-field second-order horizontal diffu­
sion on pressure surfaces with a contour interval of 0.5 K, (b) the 
experiment with full-field second-order horizontal diffusion on 
pressure surfaces with a contour interval of 0.5 K, and (c) the 
terrain difference between 1.5- and 10-km model terrains. 

Figure 16 shows the differences in (a) model terrains 
between 20-km RSM and T62 GSM and (b) precipi­
table water between the experiments of s-DIFF and 
p-DIFF. Nearly the entire domain has a negative pre­
cipitable water difference, except the areas of the Sierra 
Madre Occidental in Fig. 16b. This is consistent with 
the rainfall pattern in Fig. 15a and the terrain differ­
ences in Fig. 16a, where most rain falls over high-terrain 
areas from the experiment s-DIFF because of the erro­
neous convergence of flow by diffusion on sigma sur­
faces. The result from the p-DIFF experiment has no 
erroneous convergence to move moisture trapped at 
the high terrains; thus it has more precipitable water all 
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FIG. 14. (a), (b) Same as Figs. 13a and 13b, except for 2-m specific humidity with a contour interval of 0.5 g kg-1. 

over the region as shown in Fig. 16a and more wide­
spread rainfall in Fig. 15b. 

In this case, the atmosphere was stable over the 
northwestern portion of the model domain including 
Arizona, New Mexico, southern California, the Pacific 
Ocean, and Baja California, and conditionally unstable 
atmosphere existed over the remaining regions as evi­
dent from the rainfall patterns and Fig. 8b. These two 
conditions result in the same differences between the 
flow patterns and temperature fields as in the previous 
two cases, as represented by the difference fields be­
tween s-DIFF and p-DIFF and shown in Fig. 17. Over 
Baja California (stable conditions) with a terrain differ­
ence of about 200 m shown in Fig. 16a, the s-DIFF 
simulation erroneously generated cool air (2-m tem­
perature difference in Fig. 17b) and produced down­
slope, land-breeze-type 10-m winds (Fig. 17a), as in the 
case of the Oahu simulation. Over the remaining un­
stable atmosphere domain, similar to the Taiwan case, 
upslope wind and warming from s-DIFF dominated. 
Furthermore, p-DIFF and s-DIFF simulations produce 
southward wind over the Gulf of California and the 
western slope of the Sierra Madre Occidental (not 
shown), but the difference in Fig. 17a indicates that 
s-DIFF simulation has less magnitude of southerlies 
over the areas of the major monsoon surge. Thus p-
DIFF should give a better monsoon surge than s-DIFF. 

It can be further demonstrated that p-DIFF is better 
than s-DIFF by examining the daily rainfall evolution 
over AZNM (from –112° to –102°W and from 32° to 
36°N) shown in Fig. 18. The daily rainfall during August 
1990 over AZNM as observed (solid curve), and simu­
lations using p-DIFF (dotted curve) and s-DIFF 

(dashed curve) are shown. Although the model with 
s-DIFF and p-DIFF schemes failed to simulate the 
event on 21 August, it successfully picked up the other 
two major events, one on 6 August, the other during 
14–15 August. Also, the major event with largest rain­
fall had a precipitation amount up to 12 mm day-1, 
which is correctly simulated in the p-DIFF experiment. 
This suggests that p-DIFF produced a better simulation 
resulting in a correct amount of rainfall. Furthermore, 
most of the precipitable water was trapped over the 
Sierra Madre Occidental by s-DIFF, depriving the 
downstream area, AZNM, and hence producing less 
rainfall there. 

6. Conclusions and discussions 

A modified horizontal diffusion is implemented in 
NCEP RSM and MSM to replace the original method. 
Although the original method is a computationally ef­
ficient scheme, it can be managed in spectral space with 
a more stable implicit time scheme, and it is more scale 
selective because it is a fourth-order diffusion. It pro­
duces erroneous rainfall and flow patterns in higher-
resolution modeling. Because of the definition of the 
perturbation in NCEP RSM/MSM, the systematic er­
rors become nonnegligible as the horizontal resolution 
increases, when the deviations from the driving outer 
model increase over mountain areas. Consequently, the 
original perturbation diffusion scheme produces erro­
neous results when it is applied on sigma surfaces, 
though it is generally considered a reasonable scheme 
for the coarse resolution of NCEP RSM. 
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FIG. 15. Monthly averaged model rainfall in mm day-1 with contours of 0.5, 1, 2, 4, 6, 8, 10 mm day-1 from (a) the experiment with 
perturbation fourth-order horizontal diffusion on sigma surfaces and (b) the experiment with full-field second-order horizontal diffu­
sion on pressure surfaces. 

We solved this spurious diffusion problem by com­
puting the process on pressure surfaces. To do this, we 
applied a coordinate transformation to variables on 
sigma coordinates and discretized the transformed dif­
fusion terms. However, a caveat should be noted for 
this method. In addition to the original linear term, 
there are three nonlinear terms for second-order diffu­
sion, or seven more for fourth-order diffusion. These 
nonlinear terms need to be computed in gridpoint space 
through a spectral transformation method. For the sake 
of simplicity and computational efficiency, the less 
scale-selective second-order scheme became a compro­
mise. Nevertheless, the results from the second-order 
horizontal diffusion on pressure surfaces showed prom­
ising performance. 

The advantage of using isobaric surfaces as the “hori­
zontal” surfaces is that pressure is part of the model 
sigma coordinate. Therefore it is easier and simpler to 
perform a coordinate transform to pressure surfaces 
than to physical height surfaces. Although an isobaric 
surface is not generally truly horizontal but rather a 
quasi-horizontal surface, the results of this paper indi­

cate that it is sufficient to produce well-behaved fore­
casts and simulations. Alternatively, Zängl (2002) sug­
gested using horizontal diffusion on height surfaces, by 
interpolation of values on sigma surface to height sur­
faces, instead of via a discretized coordinate transfor­
mation. The one-side computation along the steep 
mountain slope without explicit extrapolation in his 
method is analogous to our coordinate transform, 
which does not explicitly extrapolate values beneath 
the ground either. Zängl’s method is reasonable for 
implementation in finite-difference models. However, 
it may not be suitable for spectral models, such as RSM/ 
MSM. 

The cases were collected from various RSM/MSM 
user groups. Each case has its unique characteristics 
and provides a diversified test of the diffusion schemes. 
The opposite large-scale forcing of the Taiwan moist 
unstable case and the Hawaii stable case provide con­
trasting responses of the erroneous flow pattern 
through the horizontal diffusion on sigma surfaces. The 
wintertime Taiwan case with a prevailing northeasterly 
acted as a mesoscale or local-scale winter monsoon in 
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FIG. 16. (a) The terrain difference between 20-km RSM and T62 GSM with a contour interval of 200 m. (b) Monthly averaged 
difference of total precipitable water, in mm with a contour interval of 0.5 mm, between the experiment with perturbation fourth-order 
horizontal diffusion on sigma surfaces and the experiment with full-field second-order horizontal diffusion on pressure surfaces; heavy 
solid curves are the model terrain as in Fig. 7b. 

contrast to the North American summer monsoon case. 
Both the Taiwan and Hawaiian cases have simple, is­
land type of topography, but the North American case 
provides a continental condition with complex moun­
tains. In all cases, simulation or forecast results with the 
horizontal diffusion on pressure surfaces showed im­
provement over the horizontal diffusion on sigma sur­
faces. 

Under a conditional unstable ambient condition, the 
atmosphere was likely to be saturated and therefore 
induce further upward motion and low-layer conver­
gence. As a result, the erroneous portion of warming 
and moistening air on mountain tops by the horizontal 
diffusion on sigma surfaces was reinforced by the con­
densation-induced additional low-level convergence, 
and hence produced excessive rainfall, as demonstrated 
in the Taiwan case and the North American case over 
the Sierra Madre Occidental. In a normal stratification 
under stable condition, however, the ambient atmo­
sphere prevented the artificially diffused air from being 
ventilated. Therefore the erroneous portion of cooling 

and drying air accumulated and was enhanced, result­
ing in cold air flowing downhill to the flat ocean surface, 
as seen in the Oahu case and the North American case 
over Baja California. 

The spurious flow produced by perturbation diffu­
sion in the s-DIFF simulation is due to the large differ­
ences in orography between the RSM/MSM and their 
outer models. One obvious way to retain the original 
well-defined perturbation diffusion and yet generate 
less error is to downscale gradually. However, this 
would require immense computing power for handling 
multinested grids, especially for regional climate simu­
lations or forecasts. We suggest a solution by comput­
ing diffusion on pressure surfaces based on a discretized 
coordinate transformation. Results shown here provide 
examples of how this approach can improve such me­
soscale models. However, our method probably works 
best only for NCEP RSM/MSM or RSM-like spectral 
models. It should be noted that the less scale-selective 
second-order diffusion must be chosen for the sake of 
avoiding more time-consuming nonlinear computation. 
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FIG. 17. The monthly differences between the experiment with perturbation fourth-order horizontal diffusion on sigma surfaces and 
the experiment with full-field second-order horizontal diffusion on pressure surface for (a) 10-m wind in m s-1, where solid curves are 
model terrain as in Fig. 10b, and (b) 2-m temperature with a contour interval of 0.5 K. 

FIG. 18. The daily averaged rainfall rates in mm day-1 during 
Aug 1990 over the states of Arizona and New Mexico from ob­
servation (solid curve), the experiment with full-field second-
order horizontal diffusion on pressure surfaces (dotted curve), 
and the experiment with perturbation fourth-order horizontal dif­
fusion on sigma surfaces (dashed curve). 

Also, the additional nonlinear terms prevent the use of 
a stable implicit scheme in updating the rate of change 
due to diffusion, and the less stable explicit time scheme 
might have shortcomings. Future improvement should 
be considered. 
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