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Using Multicriteria Analysis of Simulation Models to Understand Complex Biological Systems

MAUREEN C. KENNEDY AND E. DAVID FORD

Complex biological systems have many interacting components, system constraints, and trade-offs in system functions. We follow Gallagher and Appenzeller (1999), who wrote, “We have taken a complex system to be one whose properties are not fully explained by an understanding of its component parts” (p. 79). For example, the life of a grasshopper may seem simple; in order to survive, the grasshopper must forage effectively for energy-rich food, and it may be reasonable to assume that it forages so as to maximize its daily energy intake. Suppose that a research group establishes an experiment in which the foraging behavior of a grasshopper is observed, and to their surprise, they find that the grasshopper does not forage in a manner that would be considered optimal. They discover that they had failed to take into account the spiders that have entered the experimental unit, which pose a risk of predation to the grasshopper. The spiders are removed, and the foraging behavior of the grasshopper changes (Rothley et al. 1997). If we want to understand grasshopper behavior, we cannot evaluate just their energy intake; we also have to consider constraints on their behavior, such as avoiding predation. In many biological systems, the individual components do not interact in a straightforward modular fashion, and only limited information can be obtained by studying components in isolation (Mitchell 2009, Beardsley 2010).

We are dependent on models to help us understand the consequences of integrating the components important to explaining how a complex system functions. The process of model development is complicated by the trade-offs inherent in these complex systems (e.g., should a grasshopper forage for food or remain vigilant to predation by spiders?) and in the often nonlinear and possibly irregular relationships among system components that cannot be reduced to a set of equations and that require process-based representations. It is also common in process-based models for the final model output to depend on intermediate calculations, and these calculations tend to be hidden within the model structure. These models can become complicated with many model outputs and intermediate model results.

For example, an optimal foraging model that maximizes foraging behavior for energy intake could be proposed to explain grasshopper behavior, and such a model would predict a single optimal foraging behavior. However, it was observed that the grasshopper exhibits variable foraging behavior (Rothley et al. 1997), so how can there be only one optimal solution? Since it was observed that grasshopper behavior changes in the presence of predation pressure (spiders), it may be that the grasshopper is balancing the trade-off between actively foraging and avoiding predation. Because both are necessary for survival, it is reasonable to modify the modeling study to optimize grasshopper behavior for both energy intake and predator avoidance.

This argument leads to the question of how the optimization of two quantities, which we will call criteria (box 1), is
Box 1. Key concepts for Pareto optimality.

A criterion is a measurement of model performance. For example, in an optimality study, a criterion might be a measure of organism performance, such as energy intake. In a model assessment, a criterion might be a goodness-of-fit statistic that compares a model output with its corresponding observed data set; in this case, the criterion is minimized. In environmental management, a criterion might be a goal of the management action, such as reducing fire risk.

For two model solutions (A and B), solution A is said to dominate solution B if solution A performs at least as well as solution B for all criteria and performs strictly better than solution B for at least one criterion. In table 1, there are four criteria that measure aspects of branch performance (the number of junction constrictions to terminal foliage, the mean path length to terminal foliage, the overall mechanical load of the branch, and the mean foliage overlap). Any branch able to minimize these criteria simultaneously is assumed to perform better than a branch with higher criterion values. Solution A dominates solution B because they perform identically for the first and third criteria, but solution A performs better (has lower values) for the second and fourth criteria. Lower (preferred) values are marked by a footnote in the table.

If one solution does not dominate the other, the solutions are said to be mutually codominant. Solutions A and C are mutually codominant if improvement with respect to one criterion corresponds to a worse performance for another criterion. In table 2, solution C performs better for the first criterion, the two solutions perform identically for the second criterion, and solution A performs better for the third and fourth criteria. Lower (preferred) values are highlighted in the table. If we compare solution B (from table 1) to solution C (from table 2), we see that they are also mutually codominant.

The Pareto optimal frontier is the set of criteria vectors that represent mutually codominant solutions that are not dominated by any other solution (figure 1). This is defined for the feasible model space (the set of possible model outcomes subject to the optimization constraints). If solutions A, B, and C above constitute the feasible model space, solutions A and C represent the set of mutually codominant solutions not dominated by any other solution. Although solutions B and C are mutually codominant, solution B is not included in the Pareto optimal frontier because it is dominated by solution A.

The Pareto optimal set is the set of parameter values that comprise the solutions in the Pareto optimal frontier.

Table 1. Comparing two solutions for dominance with respect to four criteria to be minimized simultaneously.

<table>
<thead>
<tr>
<th>Number of junction constrictions to terminal foliage</th>
<th>Hydraulic path length to terminal foliage (centimeters)</th>
<th>Relative branch mechanical requirements (dimensionless)</th>
<th>Mean foliage overlap (number of shoots)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution A</td>
<td>5</td>
<td>200</td>
<td>0.9</td>
</tr>
<tr>
<td>Solution B</td>
<td>5</td>
<td>300</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Notes: Solution A dominates solution B. †The lower (preferred) value for the criterion.

Table 2. Comparing two solutions for dominance with respect to four criteria to be minimized simultaneously.

<table>
<thead>
<tr>
<th>Number of junction constrictions to terminal foliage</th>
<th>Hydraulic path length to terminal foliage (centimeters)</th>
<th>Relative branch mechanical requirements (dimensionless)</th>
<th>Mean foliage overlap (number of shoots)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution A</td>
<td>5</td>
<td>200</td>
<td>0.9†</td>
</tr>
<tr>
<td>Solution C</td>
<td>2†</td>
<td>200</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Notes: Solutions A and C are mutually codominant. †The lower (preferred) value for the criterion.

accomplished. One idea is to combine the two criteria into a single value, which is then optimized. This requires the expression of the two criteria as a single currency in such a way that is reasonable to combine them. It is not obvious how to express the benefit of avoiding a predator in the same units one uses to express energy intake. In this sense, the two requirements are incommensurable, as is often the case in biological systems. There is no clear way to quantify the relative importance of these competing requirements, and we need to consider both of them, measured separately.

Pareto optimality (box 1) is a multicriteria optimization technique that allows one to characterize the trade-offs in multiple criteria that represent incommensurable quantities (figure 1). Pareto optimality is a concept attributed to the economist Vilfredo Pareto (Cirillo 1979) that has been recently used for the multicriteria evaluation of complex problems in ecology and biology (Rothley et al. 1997, Schmitz et al. 1998, Reynolds and Ford 1999, Komuro et al. 2006, Vrugt et al. 2007, Kennedy et al. 2008, 2010, Kennedy and Ford 2009, Töth et al. 2009, Turley and Ford 2009, Efstratiadis and Koutsoyiannis 2010, Rabotyagov et al. 2010, Thompson et al. 2010). In the grasshopper example, Rothley and colleagues (1997) used Pareto optimality to optimize both energy intake and predator avoidance (figure 1). The trade-off between the two is obvious: The more time a grasshopper spends avoiding predation, the less energy it can take in per day. When Rothley and colleagues (1997) conducted an experiment to record grasshopper behavior with varying predation pressure, they found that the grasshoppers’ behavior followed a set of what is called Pareto optimal solutions. In the absence of spiders, the grasshoppers in the experiment achieved energy intake near the predicted maximum. In the presence of two spiders, the grasshoppers in the experiment achieved lower levels of energy intake and spent more time on predator avoidance. The values of both of these solutions
Pareto optimality

In box 1, a four-criteria example of branch development in old-growth trees is used to provide descriptions and definitions of the concepts important to Pareto optimality. Here, we use a simpler, hypothetical two-criteria grasshopper foraging example (adapted from Rothley et al. 1997) to illustrate the underlying concepts. In this hypothetical example, an optimal foraging model maximizes grasshopper behavior for two criteria—energy intake and predator avoidance (figure 1)—in which higher values are preferred to lower ones for both criteria. These two criteria are maximized under optimization constraints of digestive capacity, daily feeding time and minimum energy requirements (Rothley et al. 1997), which define feasible foraging strategies. In a hypothetical example for such a model, a maximum value of 0.87 kilojoules per day could be achieved for energy intake, but a grasshopper that achieves that level of energy intake may only be able to spend 1.5 hours per day being vigilant to predation (predator avoidance). This possibly leaves the grasshopper vulnerable to predation. A grasshopper could spend five hours per day being vigilant to predation, but the model estimates that such a grasshopper would only be able to achieve 0.56 kilojoules per day in energy intake, which is possibly suboptimal for grasshopper survival. For this hypothetical example, the solid line in figure 1 represents the points for which no further improvement in either energy intake or predator avoidance is possible (this is the Pareto optimal frontier), and the gray space represents all possible model outcomes (the feasible space).

Along the solid line, any improvement with respect to energy intake corresponds to a worsened performance with respect to predator avoidance. If we compare points A and B in figure 1, we see that point A has a higher value than point B for both energy intake and predator avoidance, so point B is not considered to be Pareto optimal.

How to use Pareto optimality

There are typically four steps to using Pareto optimality to help understand complex biological systems, the details of which depend on what is being modeled. Recall that we are describing Pareto optimality for three main kinds of model analysis: (1) optimality studies (such as the grasshopper example), (2) model assessment (simulated outputs are compared with different empirically observed patterns), and (3) environmental management and decisionmaking (a management action is optimized for multiple competing priorities). The following four steps are adapted from Kennedy and colleagues (2008).

Step 1: Define the criteria. The choice of criteria drives the optimization results. The modeler should choose a set of criteria that capture the essential features of the biological system in question. In an optimality study, the criteria should be a set of requirements necessary for survival and reproduction (e.g., energy intake and predator avoidance). For model assessment, these criteria would be the set by

were predicted by the multicriteria model analysis using Pareto optimality. In this example, there is no single optimal solution for grasshopper behavior, and optimizing a single criterion would have been inadequate to explain this complex biological system.

Rothley and colleagues (1997) provided an example that uses Pareto optimality to optimize multiple incommensurable criteria that represent trade-offs in organism functions, in a kind of model analysis that we refer to as an optimality study. Pareto optimality is also used in model assessment: For a model to be deemed an adequate abstraction of a biological system, it should be able to replicate multiple system components simultaneously. The optimization of multiple criteria is also important in a decisionmaking context, in which there are competing stakeholders with differing priorities for a given environmental-management action and no clear way to combine those priorities into a single measure. In this article, we describe how to perform a multicriteria analysis for complex biological problems in three categories of model analysis. Then we give the context for and examples of multicriteria optimizations for these three kinds of model analysis.

**Figure 1.** Hypothetical Pareto optimal frontier for the maximization of two criteria (energy intake and predator avoidance for a grasshopper foraging). Higher values are preferred for both criteria. The grey area denotes the feasible model space; the thick black line denotes the Pareto optimal frontier. Along the Pareto optimal frontier, there is no possible further improvement in any combination of energy intake and predator avoidance. Point B is not included in the Pareto optimal frontier because point A has higher values for both energy intake and predator avoidance. Abbreviation: KJ, kilojoules.
which, if all criteria are satisfied simultaneously, the model can be judged adequate for the stated model objective. The criteria for model assessment are usually determined by comparing the model with empirical observations by calculating an error measure. For environmental management and decisionmaking, the criteria should adequately cover the range of interests for competing stakeholders. In general, it is best to choose criteria that are unrelated (or as close to unrelated as possible). If two criteria are positively correlated, the same set of parameter values will be able to optimize both, and having a second criterion does not further elucidate model performance.

Step 2: Define the feasible space. The feasible space is subject to the constraints of the optimization. For example, in optimality studies, the feasible space should be defined by the structures available to the organism (e.g., digestive capacity, daily feeding time, and minimum energy requirements define the feasible space for the grasshopper foraging example). For model assessment, the modeler sets the feasible space by the range of parameter values that is explored in the optimization. This is often subject to theoretical constraints (e.g., a reproductive rate cannot be negative). In environmental management and decisionmaking, the feasible space should be defined by the actions available to the manager.

Step 3: Choose a model. There is no standard recommendation for how to choose a model for a given modeling exercise, because model selection is driven by the objectives of the analysis. In optimality studies and for environmental management and decisionmaking, a model is chosen that has been determined to be adequate for the question at hand. Presumably, the chosen model has already undergone an extensive assessment. During model assessment, a model structure is proposed, the parameter values are optimized for the multiple criteria, and a judgment is made of whether the model is adequate when compared with the set of criteria. If the model cannot satisfy all criteria simultaneously, the underlying structure is investigated for model deficiencies, the model is modified, and the optimization is repeated. This procedure is repeated until the model is found to be adequate for its set of criteria.

Step 4. Evaluate the Pareto optimal solutions. This step requires an optimization algorithm to search the feasible space and to return an approximation of the Pareto optimal frontier. An approximation must be used because it is usually computationally prohibitive to evaluate the entire feasible space. There is a large field of study surrounding the best algorithms for multicriteria optimization, usually variations of evolutionary algorithms (Deb 2001). These algorithms use evolutionary principles such as selection and breeding to produce generations of parameter values that are improvements on the previous generations and, in general, converge to reliable approximations of the Pareto optimal frontier.

Evaluation of the set of Pareto optimal solutions is necessary to understand the complex biological problem of interest. For optimality studies, the Pareto optimal solutions are compared with observed organism structure and behavior. For model assessment, the Pareto optimal solutions are evaluated for whether the model performs adequately for the set of criteria. For environmental management and decisionmaking, the Pareto optimal solutions are presented to the stakeholders to facilitate understanding of the trade-offs inherent in choosing one action over other feasible actions and a discussion of the merits of alternative actions.

Examples of multicriteria analysis

In optimality studies, the observed structure or behavior of an organism is compared with some state theoretically thought to optimize a measure of performance, such as fitness. This comparison requires that a model calculate the proposed optimal state. It is presumed in such studies that evolution works toward optimization (Smith 1978, Gould and Lewontin 1979, Parker and Smith 1990), although it is not assumed that organisms themselves are optimal (Parker and Smith 1990). In fact, organisms are rarely, if ever, optimal for a single feature (Honda and Fisher 1978, 1979, Farnsworth and Niklas 1995, Rothley et al. 1997, Vrugt et al. 2007), and organisms with different forms are able to survive and reproduce under similar constraints. That organisms are rarely optimal for a single feature does not preclude the use of optimality models to study organism form and function. Schmitz and colleagues (1998) recommended multicriteria optimization to reconcile variability in optimal behavior. Farnsworth and Niklas (1995) stated, “We have already indicated our belief that most, if not all, of the Pareto optimal solutions will be accepted in natural selection, given a range of environmental circumstances and strategy options” (p. 359).

Box 2 gives an example of an optimality study in which the persistence of old-growth trees is accomplished, despite constraints on net growth. It is well established that large, old trees exhibit a growth constraint whereby net growth is limited at a characteristic height in a given environment. In the old-growth forests of the Pacific Northwest, centuries-old Douglastrees (Pseudotsuga menziesis) have negligible annual growth with respect to height and crown expansion, yet the trees are projected to persist for centuries more. There are other species that also manage to persist in the old-growth canopy that exhibit clearly distinctive morphologies. There have been two main schools of thought to explain the growth limitation. The first is that increased maintenance respiration for large, old structures tips the carbon balance away from growth and toward maintenance (i.e., toward balanced carbon; Hunt et al. 1999). The second is that hydraulic resistance increases with increasing height, which causes stomata to close and which reduces photosynthesis (i.e., hydraulic limitation; Ryan and Yoder 1997). Hydraulic constrictions are also observed at branch junctions, which potentially reduce water potential at the
Kennedy and colleagues (2010) used multicriteria optimization of a process model of branch development in old-growth Douglas fir to optimize branch development for four design criteria simultaneously. The first two criteria represented components of hydraulic limitation (minimizing the number of junction constrictions from the base of the branch to terminal shoots and the hydraulic path length from the base of the branch to terminal shoots), and the second two represented components of carbon balance (minimizing the relative mechanical requirements of a branch and, for each foliated shoot, the average number of other foliated shoots that overlap it). We found two distinct branch forms along the resulting Pareto optimal frontier (figure 2), corresponding to the unique domains of the Pareto optimal solutions. One of the branch forms resembled the observed branching pattern of Douglas fir, and this pattern tended to minimize path length at the expense of increased hydraulic constrictions (table 3). The second branch form resembled the observed branching pattern of true firs (such as grand fir), which tended to minimize the number of hydraulic constrictions at the expense of increased path length (table 3). Within each of these model domains, there were trade-offs among the remaining criteria, such that with decreasing hydraulic constrictions, the mean foliage overlap increased.

By using multicriteria analysis with Pareto optimality, Kennedy and colleagues (2010) were able to identify two main solutions to the problem of branch development in old, large trees and to use their relative performance for the different criteria to explain why those different morphologies might occur. If the model analysis had focused on one or the other of the criteria (for example, minimizing just the number of branch junctions), only one optimal solution would have been identified, and the importance of the remaining criteria would have been overlooked. If a weighted sum of the criteria had been calculated, the optimal solution would depend greatly on the chosen weights, which again would mask the variability that we observed in the Pareto optimal solution space.

### Table 3. Two example realizations from the Pareto optimal frontier for branch development (see figure 2).

<table>
<thead>
<tr>
<th>Number of junction constrictions to terminal foliage</th>
<th>Hydraulic path length to terminal foliage (centimeters)</th>
<th>Relative branch mechanical requirements (dimensionless)</th>
<th>Mean foliage overlap (number of shoots)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution A</td>
<td>4.78</td>
<td>195.60</td>
<td>0.692</td>
</tr>
<tr>
<td>Solution C</td>
<td>2.49a</td>
<td>276.63</td>
<td>0.634a</td>
</tr>
</tbody>
</table>

*Note:* The simulated branch that resembles Douglas fir performs better for path length but worse for the remaining criteria (therefore, these two solutions are mutually codominant).

aThe lower (preferred) value for the criterion.

**Figure 2.** Maps of simulated branches from the Pareto optimal frontier (viewed from above). One group (a) in the frontier resembles observed Douglas fir branch patterns, and another group (b) resembles the branch morphology of true firs (e.g., grand fir). The Douglas fir–like branch utilizes the existing architecture within the interior crown of the branch, whereas the true fir depends on extending lateral axes to produce new foliage.
Pareto optimal frontier is able to explain the variability in optimal behavior in the old-growth canopy.

Recently, the US Environmental Protection Agency published guidance for environmental models that emphasized the importance of model evaluation (USEPA 2009), as opposed to validation or verification (Oreskes et al. 1994). They recognized that model assessment is essential to determine whether a model is adequate for its stated objective. In biology and ecology, process-based models are often used. The goal of a process model of a biological system is to represent the functioning of many system components, with fidelity to the processes that govern the components' interactions. For example, a population model could be expressed as a system of ordinary differential equations, with each population summarized as a single-state variable (e.g., the population size). In a process-based model, individual organisms can be represented, the behavior of each defined by a set of rules and parameters intended to mimic actual behavior, and the modeled population dynamics is the culmination of the individual behaviors (as it is in the real world). It is important to evaluate the underlying structure of a process-based model in order to assess whether it adequately replicates system processes.

For a process-based model, even if there is a single characteristic of interest (e.g., population size over time) for the model to replicate, there are many components of the model that should be accurately represented in order for the model to be considered adequate (e.g., reproductive rate, death rate, maturation). A common method of model assessment is to overlay simulated data on an empirically observed pattern (such as a time series) and to visually evaluate whether the model follows the pattern in the data. A statistic such as model likelihood can be calculated, and the model is calibrated to maximize the likelihood relative to the data. This method is great for finding model parameter values that optimize that single measure. However, this method does not determine whether the underlying model structure is an adequate representation of the target system. For that determination, we can define the limits of acceptability for model outputs (a target range) such that the model is deemed adequate if it produces outputs within a target range and is deemed inadequate if it produces outputs outside of the target range (box 3).

With many model components and kinds of model outputs, it is essential to increase the demands on model structure by requiring the model to replicate not just one data pattern but multiple data patterns. For over a decade, the hydrological modeling community has been developing techniques for multicriteria model calibration with Pareto optimality (Yapo et al. 1998, Efstratiadis and Koutsoyiannis 2010). It is unlikely that a single model can replicate all system characteristics, and multicriteria analysis with Pareto optimality allows a modeler to describe the contexts under which different combinations of criteria can be satisfied. If parameter values shift significantly when they are calibrated to a second data pattern, there is likely a deficiency in the underlying model structure (box 4). If the model is able to match two relevant data patterns with a single set of parameter values, confidence in the model is increased. If the model is able to match more than two relevant data patterns simultaneously, confidence in the model is further increased.

Box 4 provides an example model assessment for a stochastic model of fire spread intended to integrate fire as a disturbance into projections of watershed processes in a changing climate. The model must be able to replicate multiple features that characterize a fire regime, including the fire size distribution (e.g., many small fires or few large fires) and the spatial pattern of fire spread (compact fires or more-dispersed fires with irregular shapes). Fire history reconstructions spanning 200 years were calculated for several watersheds throughout the Pacific Northwest in order to provide estimates of the fire size distribution and the spatial structure of fires to be compared with model outputs using multicriteria assessment. Model development begins with a simple stochastic model with three parameters (see Kennedy and McKenzie 2010 for a description of the model). In this model, a simple Monte Carlo sampling is used to search the parameter space, which results in tens of thousands of model runs conducted with different combinations of parameter values. It was found that the model could not simultaneously replicate the fire size distribution and the spatial pattern of spread, which led to a modification of the model processes that determine eventual fire size.

Decisionmaking in environmental management is complicated by the interests of competing stakeholders and the intricacies of complex environmental systems. Furthermore, the currently observed dynamic behavior of an ecological system may differ from its long-term behavior, which may introduce uncertainty to the decisionmaking process. Models are used to evaluate the consequences of management alternatives for the values identified as important to various stakeholders, and these models should incorporate potentially transient dynamics (Hastings 2010). Decision-support systems are expected to identify the management alternatives that are considered to be the best, which requires balancing the priorities of the competing stakeholders. A common decisionmaking method when faced with multiple criteria is to solicit preferences for each criterion and to use these preferences to estimate the relative weight of each (Kim and Smith 2005). The weights are used to calculate a scalar-valued function, which allows for the use of single-criterion optimization tools to find the optimal decision. This decision method thus relies heavily on the choice of weighting scheme, which might not accurately reflect the values of the competing stakeholders. The optimal decision may be sensitive to even small changes in the weighting values (Hyde et al. 2005), and the decisions required to quantify the weighting scheme introduce uncertainty in the optimal decision (Schoemaker and Waid 1982). In contrast, Pareto optimality allows stakeholders to evaluate the possible range of trade-offs among Pareto optimal decisions before relative preferences are specified (Thompson et al. 2010).
Box 3. Error structures for the application of Pareto optimality.

In model assessment, the criterion used to evaluate model performance is usually some error measure, and the deviations between the model predictions and the observed data are minimized. Another common measure is the model likelihood: A probability structure is assigned to the errors, and the likelihood of the parameter set given the data is maximized. In the context of multiple criteria, we can choose multiple model outputs and calculate error measures in order to compare the model outputs with the appropriate data sets. These criteria can be calculated using many kinds of statistics, including multiple likelihoods, goodness-of-fit statistics, residual sums of squares, or some mixture of these, as is appropriate for each of the model–data comparisons. In contrast to the grasshopper example in figure 1, in which the two criteria were maximized, the Pareto optimal frontier can also be calculated for the minimization of all criteria (e.g., model errors) simultaneously (figure 3a).

When we approximate the Pareto optimal frontier to minimize multiple error measures simultaneously, we find the solutions that perform best for the multicriteria optimization, but the approximation does not establish whether those solutions perform adequately. The judgment of model adequacy is important when the goal is model assessment. We can establish limits of acceptability for each criterion (a target range), such that the model is deemed adequate for that criterion if it achieves a model result within the target range. Each criterion is assigned a score of 1 if the model result is within the target range and a score of 0 otherwise. These are called binary error measures, and the optimization goal is to achieve a score of 1 for all of the criteria (figure 3). The concept of binary errors has a history in hydrological modeling, in which a model is defined as behavioral (binary error = 1) or not behavioral (binary error = 0) for one or more criteria (Hornberger and Cosby 1985). We can express this result as a vector. For example, in the two-criteria case, if the model achieves both criteria, the binary errors are expressed as [1,1]. An improvement with respect to performance for a given criterion occurs when one parameterization is able to satisfy that criterion and another is not.

Binary errors are useful if the true value for a given criterion is not known precisely, and binary errors are robust to the possibility of target-value misspecification (Hornberger and Spear 1981, Hornberger and Cosby 1985, Jaffe et al. 1987). There are several strategies for choosing target ranges for binary errors. If data are available for which confidence intervals can be calculated, those can be used to construct the error ranges. Expert opinion can be used to determine the range of values for a criterion over which a model can be considered adequate for that criterion. Reynolds and Ford (1999) used both confidence intervals and expert opinion in determining the error ranges for 10 criteria for the assessment of a spatially explicit model of competition among trees. Kennedy and Ford (2009) chose binary error intervals based on the observed range of data for a limited sample of shoot demography (the number of foliated shoots and the number of foliage clusters) for a functional-structural model of branch development in old-growth Douglas fir trees.

Figure 3. Hypothetical Pareto optimal frontier for two criteria \((Z_r, Z_s)\). In this case, the optimization problem is to minimize both criteria simultaneously (lower values are preferred for both criteria). The gray area denotes the feasible model space; the thick black line denotes the Pareto optimal frontier. (a) If target ranges of acceptability are set for each criterion (vertical and horizontal lines) and the frontier is expressed as binary errors, there are five possible outcomes in the two-criteria case. (b) The model may fail to achieve either of the criteria \([0,0]\); the feasible space does not overlap either target range. (c) The feasible space of the model could overlap with the target region of the first criterion but not that of the second \([1,0]\), or (d) the model could achieve the second criterion but not the first \([0,1]\). (e) The model may achieve both criteria, but not with a single parameterization. The Pareto optimal frontier then comprises two groups of solutions: In the first group, some parameterizations achieve \([1,0]\), and in the second group some parameterizations achieve the vector \([0,1]\). (f) In the best case, the model satisfies both criteria simultaneously and with a single set of parameter values, achieving a binary vector \([1,1]\).
The land-management policies of the past century have typically experienced frequent low-severity fires, particularly in the Pacific Northwest. It has been shown that fuel-reduction treatments conducted for a fire- and fuels-management problem satisfy the spatial replicate of the observed pattern. Box 5 provides an example of a multicriteria optimization conducted for a fire- and fuels-management problem. The land-management policies of the past century have increased the risk of catastrophic fire in regions that historically experienced frequent low-severity fires, particularly in the Pacific Northwest. It has been shown that fuel-reduction treatments can mitigate this fire risk (Safford et al. 2009, Johnson et al. 2011), yet the question of how to implement such treatments is not without controversy. The implementation of a fuel-treatment strategy should balance the need to reduce fire risk with the need to protect the valuable ecological landscape features, such as wildlife habitat and old-growth forest reserves. Kennedy and colleagues (2008) performed a multicriteria analysis of a fuel-treatment

Two parameters in a stochastic fire-spread model have particular importance to the model output: the spread probability from a burning pixel to each of its neighbors (independently) and the mean fire size. Fires that spread in the simulation can either burn out stochastically or be forced to stop by the randomly drawn fire size. If the spread probability is low, the fire is likely to burn out stochastically, but if the spread probability is high, the fire spreads until it reaches the randomly drawn fire size or until it spans the raster grid.

The assessment criteria are the p-values calculated using a Monte Carlo goodness-of-fit test, which compares simulated data with observed fire history patterns: the spatial pattern of fire spread and the fire size distribution. We use binary criteria, and the model is deemed adequate for a criterion if the results of a goodness-of-fit test (which tests whether the observed pattern is a typical model realization; Waller et al. 2003) are nonsignificant when $p > \alpha$, so that the limits of acceptability for each criterion are $(\alpha, 1)$. Figure 4 gives the results of the analysis for one of the watersheds. The same model is able to replicate the fire size distribution and the spatial pattern but not simultaneously with a single set of parameter values (figure 4). There is clearly a deficiency in the model structure that prevents the model from being able to replicate both patterns simultaneously, and this deficiency would have been masked if only one or the other of the patterns had been compared with the model output.

An analysis of the parameter distributions that correspond to each group led us to the conclusion that the method by which eventual fire size is determined is inadequate if fire size $k$ is to be replicated, which led to an improvement of the representation of the model processes that influence fire size.

This example is based on results found during the development of an ongoing project at the US Forest Service’s Pacific Wildland Fire Sciences Laboratory in Seattle. Although the results are simulated, they follow the general pattern of what was found through the course of model development.

---

Box 4. Multicriteria assessment of a model of fire spread.

Figure 4. Example parameter distributions in the two-criteria assessment of a fire-spread model. (a) The spread probabilities clearly differ between solutions able to replicate the spatial pattern of fire spread and those able to replicate the fire size distribution, and (b) there is an obvious relationship between the two parameters. In order to satisfy the spatial pattern the spread probability is higher whereas the mean fire size is lower. In order to satisfy the fire size distribution the spread probability is lower and the mean fire size is higher.

---
For a multicriteria analysis of fire and fuels management, the decisionmaking goal is to find an efficient spatial distribution of fuel treatments that minimizes the fire risk (quantified as a burn probability) with as few units treated as possible in the watershed. In the Pacific Northwest, fire risk to owl habitat and old-growth reserves is of particular concern, so the multiple criteria to judge management action are the percentage of the area that has been treated, the fire risk to owl habitat, and the fire risk to old-growth reserves (all to be minimized). In the Pareto optimal frontier calculated by Kennedy and colleagues (2008), there is an obvious trade-off between the percentage of the area that was treated and the fire risk; with an increasing area treated, the fire risk lessens (figure 5). There is a steep decline in fire risk at low percentages of area treated, which implies that a small increase in area treated would have a greater impact on fire risk to old-growth forest reserves. Fire risk levels off at higher percentages of area treated, which implies diminishing returns at higher percentages of area treated. Given limited r sources, it is unlikely that the high value for the percentage of the area treated that minimizes fire risk can be implemented, and at lower (and more likely to be implemented) levels of percentage of area treated, there are trade-offs between the fire risk to owl habitat and the fire risk to old-growth reserves.

The frontier appears irregular because of the third criterion, the fire risk to owl habitat. At this point, there is a relatively high fire risk to old-growth forest reserves, and a higher percentage of area treated than the nearest points with lower fire risk to old-growth reserves. It is included in the frontier because it achieves a relatively lower fire risk to owl habitat (defined as less than the median value in the Pareto optimal frontier). This result implies that through strategic distribution of a relatively small area of fuel treatments, one can achieve a relatively low fire risk to owl habitats, but this comes with a relatively higher fire risk to old-growth forest reserves. Using Pareto optimality, forest managers can take these trade-offs into account when they allocate a limited area of fuel treatments and to potentially justify small increases in fuel treatments when the area to be treated is relatively small. Decisionmakers must consider the fuel-treatment strategy that acceptably balances fire risks, within a realistic level of percentage of the area of the landscape that is treated. These risk profiles can be used to enhance the credibility of any decision that is made and to communicate the risks to the public and various stakeholders.

Figure 5. Approximated Pareto optimal frontier of the percentage of the area treated and the fire risk (expressed as a burn probability) to old-growth forest reserves. The goal here is to minimize both the area treated and the fire risk. Each point represents a unique spatial distribution of fuel treatments.
Mitchell's (2009) analysis of knowledge development for complex systems, in which she said, “Instead of eternally true universal laws applicable to all space and time, an epistemology tuned to complexity will produce a host of contingent, domain-restricted generalizations that describe more or less stable causal structures” (p. 18). Pareto optimization used as we describe it here allows for the description of those multiple solutions and provides a framework through which their integration can be accomplished; if unity in explanations exists, Pareto optimality can help us find it. Each Pareto optimal solution may be considered one of those “contingent, domain-restricted generalizations,” in which the domain is described by the relative performance for the criteria for each of the solutions and in which the model structure and parameter values that correspond to the Pareto optimal solutions help to describe the causal structure of the biological system.

In optimality studies, one is able to integrate multiple system features to better describe whole-organism observations and multiple optimal solutions for reproduction and survival. In model assessment, one can use Pareto optimality to evaluate a model against multiple system components simultaneously, thereby first describing and then reducing model uncertainty. In a decisionmaking context, rather than subsuming the uncertainty in the complex system to yield a single supposedly optimal solution, by applying Pareto optimality, one can balance the competing priorities of multiple solutions.
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