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The rate off i ture climate change is likely to exceed the migration rates of mostplant species. The replacement of dominant species by locally rare species 
may require decades, and extinctions may occur when plant species cannot migrate f a t  enough to escape the consequences of climate change. 
Such lags may impair ecosystem services, such as carbon sequestration and clean waterproduction. Thus, to assessglobal change, simulation ofplant 
migration and local vegetation change by dynamic global vegetation models (DGVMs) is critical, yetfraught with challenges. Global vegetation 
models cannot simulate all species, necessitating their aggregation into plantfinctional types (PFTs). Yet most PFTs encompass thefi l l  spectrum of 
migration rates. Migration processes span scales of time and space far beyond what can be confidently simulated in DGVMs. Theories about climate 
change and migration are limited by inadequate data for key processes a t  short and long time scales and at small and large spatial scales. These 
theories must be enhanced to incorporate species-level migration and succession processes into a more comprehensive definition of PFTs. 
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H uman-induced alteration of global climate is likely 
to result in changes in the distribution and functioning 

of terrestrial ecosystems (Gitay et al. 2001). Boreal forests 
could shift into the tundra, while being displaced by temperate 
forests and grasslands. Deserts may expand in some areas and 
contract in others. The fate of tropical forests is uncertain, but 
some future climate scenarios indicate possible large losses 
(Neilson et al. 1998). These geographic changes imply large 
changes in the earth's carbon balance and hence its feedback 
to the climate system (King and Neilson 1992, Smith and 
Shugart 1993). The biosphere feedbacks to the atmosphere 
(e.g., changing albedo, evapotranspiration, and carbon ex- 
change) could either ameliorate clunate change or exacerbate 
it, depending in part on the biosphere's rate of response to cli- 
mate change (Cox et al. 2000). Shifting terrestrial vegetation 
also has implications for water supply and quality, disturbance 
regimes, and possibly biological diversity (Gitay et al. 2001). 

The United Nations Framework Convention on Climate 
Change (http://unfccc.int/) requires signatories to prevent 
"dangerous interference" with the climate system (defined 
broadly as exceeding the rate of change that will allow eco- 
systems to adapt naturally to climate change with continued 
food security and sustainable economic development). Future 
human-induced climate change may occur at a rate greater 
than any experienced in the past 10,000 years (Houghton et 
al. 2001). Although the biosphere is always changing and 
never in complete equilibrium with the climate, the more 
rapidly the climate changes, the further from equilibrium the 
biosphere will become, and the greater will be the potential 
for nonlinear or sudden changes and complex biosphere- 
atmosphere feedbacks (Scheffer and Carpenter 2003). This 
disequdibrium is due, in part, to inertia in ecosystems, which 
will cause lags between rapid climate change and ecosystem 
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responses such as biosphere carbon balance and species mi- 
grations (Johnstone and Chapin 2003). 

Rapid climate change may put some species at risk of ex- 
tinction, possibly reducing the functional resilience of ecosys- 
tems in the face of rapid change, which in itself could enhance 
the potential for positive feedbacks and have consequences for 
ecosystem attributes such as global carbon storage potential 
and biodversity (Thomas et al. 2004). Carbon uptake by 
land plants clearly is dependent on the physiology and pop- 
ulation dynamics of individual species, including migration 
and extinction. However, because of the large number of 
species, a complete coupling between global carbon cycling 
and species-level processes in global ecological simulation 
models will probably never be possible. We will explore how 
the interface of these two sets of processes, particularly species 
migration, might be accommodated in dynamic global veg- 
etation models (DGVMs, also known as dynamic general 
vegetation models), and posit that this must be done in or- 
der to reduce uncertainties in assessments of both global 
carbon balance and global biodiversity. 

Dynamic global vegetation models (figure 1) can simulate 
changes in vegetation distribution, regional-to-global car- 
bon cycling and sequestration, ecosystem biophysical feedbacks 
to the climate system, and changes in resources such as tim- 
ber, water, and other ecosystem services valued by human so- 
ciety (Costanza et al. 1997, Cramer et al. 2001). Among the 
most significant challenges involved in incorporating plant mi- 
gration into DGVMs are (a) accurately estimating the im- 
portance of long-distance dispersal in the establishment and 
proliferation of species within new vegetation communities, 
(b) aggregating information from individual species into the 
category of plant functional types (PFTs) as simulated in 
DGVMs, and (c) incorporating temporal and spatial het- 
erogeneitywithin large spatial grid cells into the modeling of 
migration. 

Overview of major vegetation change issues 
Changes in species composition can take two paths, via in situ 
conversion, that is, subdominant species replacing dominant 
ones, or via migration of species fi-om other locales. In situ con- 
version is likely to begin before new migrants can attain a sig- 
nificant functional role. Yet, if the climate changes rapidly, and 
especially if climate change is accompanied by widespread dis- 
turbance, some species and their functions may be lost before 
those functions can be replaced by either dominance shifts or 
new migrants. Adaptability of ecosystems to rapid change ap- 
pears to be related to the diversity of species traits that are avail- 
able to assume old and new functions (Loreau et al. 2002). The 
more adaptive an ecosystem is to rapid environmental change, 
the less likely it is that there will be sudden changes in ecosys- 
tem function, such as carbon sequestration. 

Greater diversity is often related to some redundancy of 
function, allowing an in situ conversion from one species to 
another (with subtly different tolerances) while retaining 
critical functional capability. This is often referred to as the 
"insurance" theory of dversity and stability of ecosystems, in 

which a subdominant species may be poised to replace a 
dominant one under changing conditions (Loreau et al. 
2002). The replacement of a regionally dominant pinyon 
pine (Pinus remota) in the southwestern United States by 
another species (Pinus edulis) during the glacial to inter- 
glacial transition may be an example of how subtle differences ' 

among species can be important in retaining ecosystem func- 
tion during climatic change (Lanner andVan Devender 1998). 
Pinus remota is now relegated to a few small refugia, having * 

once had an extensive range. 
Ecosystem simulations under future climate scenarios sug- 

gest that the preferred ranges of many species could shift 
tens to hundreds of kilometers over only 50 to 100 years, nearly 
an order of magnitude faster than may have occurred since 
the last glaciation (Malcolm et al. 2001, Davis and Zabinski 
1992). Species that cannot migrate at sufficient rates to track 
climate change might go extinct, possibly reducing the adapt- 
ability of those ecosystems to climate change. 

Most species-level assessments of future distribution change - 
are based on the "climate envelope" approach, which relates 
species boundaries to macroscale climate characteristics such 
as January and July temperatures and annual precipitation 
(Hampe 2004). The number of methods for assessing climate 
envelopes is quite large, including logistic regression, regres- 
sion trees, and more advanced "genetic algorithms" that 
search for the best empirical formula to describe the species' 
currently observed distribution. All of the methods share 
the property of relating species distribution to some a priori 
selection of environmental variables that are intended as in- 
dices of the true underlying physiological or biophysical lim- 
its on species distributions (i.e., the fundamental niche). 
However, species distributions are often significantly reduced 
as a result of various species interactions (i.e., the reahzed 
niche; Becwar et al. 1981). 

If the climate warms rapidly and the advancing compet- 
ing species cannot keep pace through migration, then the 
southern boundary of the climate envelope may shift north, 
but the extant species may continue in its present range and 
perhaps flourish if the growing conditions improve. Thus, the 
realized niche will have expanded, and the species will persist 
outside of the originally determined climate envelope. Alter- 
natively, if growing conditions get worse, perhaps accompa- 
nied by dsturbances, such as increased wildfire or widespread 
drought, then local species (and their functions) may be lost, 
reducing the realized niche (climate envelope). Thus, the 
processes of migration and the physiological tolerances of , 
species must be incorporated into global models of terrestrial 
biosphere dynamics to accurately assess the lags and dynam- 
ics of biosphere functional processes and biodiversity. 

a 
Most global-scale ecosystem models do not incorporate mi- 

gration processes and so do not consider whether species or 
biomes would be able to migrate to a new locale. Kdenko and 
Solomon (1998) and van Minnen and colleagues (2000) have 
provided notable exceptions. Kirilenko and Solomon (1998) 
modified a simple equilibrium global vegetation distribu- 
tion model (BIOME 1; Prentice et al. 1992) by applying 
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Figure I .  (a) Simulated distribution of 44 unique vegetation types using an equilibrium biogeography 
model, MAPSS (mapped atmosphere-plant-soil system), under current climate at 0.5" resolution (Neilson 
1995). The vegetation types are derivedfrom various mixtures of 12 plantfinctional types (PFTs). Cur- 
rently, no dynamic global vegetation model (DGVM) is capable of simulating even this many difierent vege- 
tation communities, let alone the vast number of individual plant species. Two snapshots,from the years 
(b) 1990 and (c) 2100,from a continuous simulation of vegetation distribution in Cal$ornia at IO- 
kilometer resolution using the MCl DGVM, shav highly aggregated vegetation communities (Lenihan et al. 
2003). Greens are forest types, brown is savannahvoodland, yellow isgrassland and pink is desert. Red 
shows wherefires were modeled in that year. The rate of PFT migration occurs at the rate of climate change 
in the MCI simulation. Graphics courtesy of the MAPSS modeling team (www.fs.feduslpnwl~~~~allis/mdr/ 
maps/). 

paleoecologically measured migration rates and modern 
mortality rates to determine the persistence and migration suc- 
cess of the PFTs (described below). In contrast, van Minnen 
and colleagues (2000) incorporated a simplified migration 
routine into a much more complex integrated assessment 
model (IMAGE, or integrated model to assess the global en- 
vironment). On the basis of migration potential (but not 
mortality), whole biomes were assumed to migrate, rather than 
their constituent PFTs. However, the migration potential of 
individual PFTs determined the biome composition. If mi- 
gration was insufficient, other less dominant PFTs, such as 
grasses, became dominant. Both Kirilenko and Solomon 
(1998) and van Minnen and colleagues (2000) noted that their 
approaches were insufficiently complex to truly explore the 

' possibilities of sudden changes in ecosystem function re- 
lated to migration and extinction processes. 

Before discussing these issues, we will briefly review 
* 

current understanding of plant migration. We will then pro- 
pose a few research directions that might help reduce the un- 
certainties in assessments of future biosphere carbon balance 
as linked to biodiversity changes, while accommodating the 
necessary simplifications required for terrestrial biosphere 
modeling for climate change impacts. Many of the research 
directions will require finding solutions to three issues of 

scale: (1) reducing the large number of species to a few crit- 
ical PFTs, (2) representing processes that occur over very 
short and very long time scales; and (3) representing processes 
that occur over very small and very large spatial scales. 

Migration as a process 
Migration of plant species can occur as a slow local process 
whereby a species migrates as a "front" in short steps, or as a 
rapid process mediated by long-distance dispersal events, or 
"jumps" (figure 2). Long-distance migration is generally a two- 
stage process, requiring long-distance jumps followed by the 
establishment and spread of local populations (figure 2). 
There are four basic components of local spread and long- 
distance migration: fecundity (reproductive output), disper- 
sal, establishment (germination and seedling survival), and 
growth to reproductive maturity. The average age of mater- 
nal reproduction, or generation time, may range from a year 
to several decades, depending on the species. 

For sustained long-distance migration, sufficient local 
spread (population growth) must usually occur after each 
long-distance jump in order to provide a large seed source to 
increase the probability of success for the next long-distance 
jump (Clark et al. 2001). Furthermore, the recruitment, 
growth, and local spread of a population may take decades, 
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Figure 2. An example of long-distance dispersal with local spread Lodgepole pine (Pinus contorta Douglas 
ex Loudon) outliers with fringe spread near Lake Ohau, South Island, New Zealand. The source of seed for 
the outliers is approximately 7 kilometers to the northwest. Photograph courtesy of Nick Ledgard. 

depending on the species' generation time. Seedling estab- 
lishment in a mature ecosystem may be very difficult, while 
recently disturbed areas may produce less competitive inter- 
ference, but possibly more grazing pressure (Johnstone and 
Chapin 2003, Lake and Leishman 2004). Rapid long- 
distance dispersal, colonization, and establishment in the 
tropics are enhanced by interactions between animal seed 
dispersers and plants (Fragoso 1997, Fragoso et al. 2003). 

Local spread from isolated populations can occur fairly 
rapidly, but will be insufficient to keep up with the predicted 
rates of climate change. For example, if plants averaged a 
local dispersal distance of 50 meters (m) per year, then they 
would only move up to 5 kilometers (km) over a century 
(species with longer generation times often move at slower 
rates), a distance too small to spatially resolve in most global 
vegetation models. Thus, modeling of dispersal would not be 
an issue in the time frame of policy formation for addressing 
climate change (a few years). Long-distance dispersal with suc- 
cessful establishment could bring the rates of migration into 
a more rapid, near-term policy and modeling time frame; 
however, long-distance dispersal maybe so rare that it is only 
statistically predictable over very long time frames (Clark et 
al. 2001). Nevertheless, it seems increasingly important for sci- 
entists to improve quantification of the possible long-term 
risks and benefits of near-term policy decisions. 

Modes of dispersal. The two most common modes of long- 
distance dispersal for terrestrial plants are anemochory, or 
wind dispersal, and zoochory, or dispersal by animals. Many 

plants are wind dispersed; their "seed shadows" (density dis- 
tribution of seeds with distance from the source) are typically 
concentrated near the parent plant (Willson and Traveset 
2000). However, some seeds may also reach very long htances, 
especially if initially carried to high altitudes by wind updrafts 
(Nathan et al. 2002, Tackenberg 2003). The distance and di- 
rection of wind dispersal events are somewhat predictable: 
shorter distances in the direction of predominant winds un- 
der fair weather conditions and longer distances in the di- 
rection of storm tracks under foul weather conditions. With 
empirical information on the distribution of wind speeds and 
directions, at least coarse estimates of seed transport direction 
and distances can also be calculated. 

Transport of seeds by animals is thought to be less pre- 
dictable and therefore less amenable to modeling, although 
a few rule-based models have been developed from infor- 
mation on maximum distances of animal-dispersed seeds 
(Higgins et al. 2003). Large jumps (1 km or more) can involve 
selection of seeds by birds, bats, and large mammals that 
transport seeds several kilometers or more before defecating, 
regurgitating, or dropping them (Fragoso et al. 2003). Sticky 
seeds, or those with hooks or barbs, may remain attached to 
a bird or mammal for long periods of time, and small seeds a 

may be carried in mud on the feet of animals. Recent stud- 
ies indicate that long-distance dispersal is common for some 
animal-dispersed seeds in tropical and temperate systems 
(Fragoso 1997, Myers et al. 2004). 

Human population growth has altered plant migration in 
at least two ways. First, deliberate or accidental human activity 
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is an increasingly important mechanism of plant dispersal, 
particularly in densely populated regions (Hodkinson and 
Thompson 1997). Major pathways of plant propagule move- 
ment include both surface and air vehicles, often with the 
transport of topsoil and agricultural or forestry products. Ex- 
otic invasive species complicate the prediction of future 
ecosystem dynamics, including the capacity of native species 
to migrate successfully, since many invasive species tend to be * 
well adapted to disturbed conditions such as may accompany 
rapid climate change. 

Humans have also highly altered and fragmented natural 
landscapes, affecting plant migration (figure 3). The size and 
spatial distribution of land-cover patches directly affect mi- 
gration rates. Land-cover changes can influence migration 
rates by affecting local population sizes and seed production 
and by altering the amount of suitable habitat for new pop- 
ulations. Increasingly fragmented landscapes may present 
thresholds of fi-agmentation whereby dispersal is nearly trun- 
cated and the risk of local extinction is significantly increased 
(Fahrig 2002). Yet, by increasing the number of border zones 
where different types of land cover meet, fragmentation can 
also enhance seed transport by animal species that travel 
along and cache seeds near edges (Fragoso 1997). 

A fourth means of seed transport is by streams and rivers 
(hydrochory), particularly above 55" or 60' N latitude (van der 
Pijl 1982). The direction of hydrochorous seed transport is 
highly predictable, although the establishment of upland 
species is much less predictable, since their survival in water 
and subsequent transport to upland habitat may be rela- 
tively rare. Thus, water dispersal is predictable primarily for 
riparian and wetland species. 

Observations of migration. The scarcity of data describing the 
migration process severely limits the development of migra- 
tion models. Paleoecological data from buried pollen and 
macrofossils document plant migrations over great distances 
(Muller and Richard 2001). However, pollen and macrofos- 
sil data are abundant only in some regions and for only a small 
fraction of the earth's biota. Quantitative observations of 
short-distance seed transport have been generated in many 
forest management studies (Willson and Traveset 2000), and 
seed trap experiments have captured seeds for analysis of 
downwind deposition patterns or seed shadows (Nathan et 
al. 2002). 

Observations of long-distance transport and establish- 

* ment are occasionally available from chance events (Fragoso 
et al. 2003, Myers et al. 2004). Regional abandonment of 
managed lands also has provided observational data on plant 

, invasion and local population expansion. The rapid spread 
of imported tree species across parts of New Zealand during 
the past 40 years (Hunter and Douglas 1984) exemplifies the 
kind of migration and establishment data that can be used to 
test migration models. Finally, recent analyses of changes in 
distributional limits provide evidence of plant migration in 
response to contemporary climate change (Parmesan and Yohe 
2003). Lodgepole pine, for example, appears to be expanding 

at its northern limits, with establishment being facilitated by 
fire (Johnstone and Chapin 2003). Long-distance dispersal and 
the regeneration niche appear to be the primary constraints 
on the rate of migration, with the pine's expansion lagging be- 
hind the rate of climate change (Johnstone and Chapin 2003). 

Challenges of implementing migration in DGVMs 
DGVMs are a relatively new class of model conceived to 
merge vegetation distribution (biogeography of species, PFTs, 
and biomes) and ecosystem process models (biogeochemi- 
cal processing of carbon, water, and nutrients) (Cramer et al. 
2001). These combined models also require new processes for 
the simulation of fire occurrence and impacts, and of the rate 
and direction of postfire vegetation succession (Bachelet et al. 
2003, Thonicke et al. 2001). Other approaches are being 
taken in DGVM construction (Smith et al. 2001)) but all of 
these approaches should be capable of simulating the processes 
of water, carbon, and nutrient cycling and the processes con- 
trolling vegetation redistribution. Recent advances in the ca- 
pabilities of DGVMs have been impressive and include 
dynamic simulations of vegetation distribution, carbon se- 
questration, fire, and coupled biosphere-atmosphere feed- 
backs for national and global assessments of climate change 
(Cox et al. 2000, Cramer et al. 2001, Bachelet et al. 2003). 

Modeling appmaches: Balancing realistic pimess simulation 
with spatial and temporal scale. Vegetation and dispersal 
processes span many orders of magnitude in both space and 
time. In fact most processes occur at scales far smaller in 
space and shorter in time than typically can be simulated in 
global models. Current DGVMs often operate with a grid-cell 
size of approximately 50 krn on a side, three orders of mag- 
nitude larger than local dispersal distances, and even push- 
ing the resolution for long-distance dispersal. Inevitably, 
many of the most important processes (e.g., photosynthesis, 
flowering, and seed set) are also faster than the model time 
step, which is typically daily to monthly, and must therefore 
be scaled up or empirically parameterized. That is, simplified 
equations, which roughly represent the processes, are used in- 
stead of detailed mechanistic simulations (Lischke 2001). 
Even with advanced computer technology, there will always 
be a threshold beyond which certain processes occur over 
shorter distances or at faster rates than can be mechanistically 
simulated. At the other extreme, most long-distance disper- 
sal events may be so rare as to be nearly unpredictable. 

Mechanistic simulation of seed transport has been mod- 
eled in a similar way to the modeling of transport of partic- 
ulate pollutants from power plants and urban areas via strong 
winds (Nathan et al. 2002). In contrast, empirical parame- 
terization of the same processes may use seed dispersal curves 
that estimate the seed rain, defined statistically from spatial 
distributions of seeds and seedlings (Clark et al. 2001). The 
empirical approach can lead to good descriptions of the 
short-range dispersal of seeds, and new methods can even es- 
timate long-distance events (Clark et al. 2001). Mechanistic 
models, however, may be better if there are changes in driving 
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Figure 3. Northwest comer of the H. J. Andrews Experimental Forest in the Oregon Cascade Mountains. Human 
disturbance of the landscape can cause patterns offragmentation that may inhibit the dispersal of some species, 
while enhancing the dispersal of others. Such fragmentation alters wind patterns affecting wind-dispersed seed and 
alters both avian and terrestrial animal habitat, affecting animal movements and seed dispersal patterns. Photo- 
graph courtesy of A1 Levno. 

conditions, such as the fi-equency of strong wind events or the 
extinction of large mammals, whereas empirical models usu- 
ally assume statistical stationarity of such processes. 

Thus, to simulate migration in DGVMs, the scales of 
processes need to be considered in relation to the scales over 
which the DGVM is operating. The coarser a spatial grid, the 
more simplified or abstract will be the migration simula- 
tion, since most of the migration processes would occur in- 
side the grid cells. Even long-distance jumps of 1 to 5 km 
would fall within a typical DGVM grid cell. Long-distance dis- 
persal could be more mechanistically simulated across the grid, 
providing the dispersal distances are long compared to the grid 
resolution. However, many more processes would need to be 
considered, such as wind hspersal processes or animal pop- 
ulation and migration dynamics. The application of mesoscale 
atmospheric models for simulating long-distance wind dis- 
persal of seeds over complex terrain and heterogeneous land- 
scapes (Nathan et al. 2005) is expected to provide a powerful 
tool for incorporating dispersal in DGVMs. These computer- 
intensive mechanistic models can generate data to build sirn- 
ple statistical models for use by DGVMs. 

lneorporating spatial - i  and associated processes. 
Migration processes occur on structurally and dynamically 
heterogeneous landscapes, both above and below typical 

grid-cell resolutions. Structural or topographic heterogene- 
ity occurs at d scales, from continental to local, and is gen- 
erally static over periods of a few decades. Structural 
heterogeneity results from variations in topography, soils, 
and persistent land use. Dynamic landscape heterogeneity also 
occurs over all scales, local to regional. It occurs when human 
or natural disturbances or migrating plants create new age co- 
horts or transient land-cover types in what would otherwise 
be a homogeneous vegetation type. At the sub-grid-cell level, 
both types of heterogeneity are important, but are typically 
not explicitly simulated, and their effects must therefore be 
simulated using empirical dispersal rules. However, at scales 
exceeding the model grid dimensions, multiscale mechanis- 
tic modeling of dispersal processes is being developed (Nathan 
et al. 2005). m 

Spatial heterogeneity may provide stepping-stones for rni- 
gration or, conversely, may act to inhibit dispersal. Percolation 
theory, according to which entities can move, but only lim- 
ited distances to favorable grid cells, and are blocked by un- 
favorable ones (as in a sieve), has been used to examine rates 
and thresholds of spread through fragmented landscapes 
(Plotnick and Gardner 2002). For example, a cellular au- 
tomata approach, in which each grid cell contains an au- 
tonomous ecosystem model that can produce propagules 
for horizontal spread, was used to simulate long-distance 
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dispersal over a relatively coarse grid with current land use 
(Schwartz et al. 2001). 

Long-distance dispersal of seeds to a new site does not guar- 
antee a successful establishment. The site must be suitably re- 
ceptive. Biotic receptivity may require an opening in the 
existing vegetation, produced by a tree fall or some other 
disturbance, such as logging, fire, drought, pathogen infes- 
tation, or blowdown (Johnstone and Chapin 2003). Once a 
seed has landed, it must be greeted by proper conditions for 
germination and competitive growth to reproductive status 
(Lake and Leishrnan 2004). Vegetation gap model studies 
indicate that the higher the disturbance rate (gap formation 
rate), the more rapid is the simulated tree migration (Sykes 
and Prentice 1996). However, this level of temporal and spa- 
tial detail (rate of small gap formation) is typically below the 
grid-cell resolution of DGVMs, thus challenging their capa- 
bility to accurately represent the local dispersal and estab- 
lishment processes. The more sophisticated, ernergmg DGVMs 
will simulate local site conditions in the context of subgrid het- 
erogeneity, both structural and dynamic, and may include 
competitive and other biotic influences on seedling estab- 
lishment and growth. 

Several approaches are being explored to incorporate the 
sub-grid-cell processes of plant migration in DGVMs (e.g., 
Dolman and Blyth 1997, Loffler and Lischke 2001). The op- 
tions fall into two broad categories, with trade-offs between 
areal extent and spatial resolution: (1) using high-resolution 
grids (e.g., 100 m) or variable grids, coarse in some areas and 
fine in others (generally impractical for global simulation 
models, even with the fastest supercomputers); or (2) sirnu- 
lating sub-grid-cell structural and dynamic features as ag- 
gregated statistical features, rather than specific spatial 
locations within the grid cell (Dolman and Blyth 1997). 

Current attempts appear to be converging on the second 
approach, but not without difficulties. In the second ap- 
proach, the area, nature, and dynamics of subgrid patches are 
simulated, but not their spatial location or their degree of frag- 
mentation (e.g., Loffler and Lischke 2001). The lack of spa- 
tial information in this approach to subgrid heterogeneity 
imposes the need for assumptions about it. The form of sim- 
ple submodels of local population spread and migration 
across the cell carries implicit assumptions about whether 
patches within a grid cell are uniformly, randomly, or f r a d y  
distributed; about the degree of fragmentation and spatial pat- 
tern; and about how these patterns affect the movement of 
propagules (Fahrig 2002). 

Using plant functional types in place of species. Plant func- 
tional types are an essential simplification, since global mod- 
els cannot simulate all plant species. PFTs capture key aspects 
of plant functioning, and allow grouping of diverse species 
under a single functional umbrella when they share critical 
traits (Diaz and Cabido 1997). Differences in natural-history 
traits are omitted when species are aggregated into only a few 
PFTs, making it more difficult to test models against species 
data. As currently implemented in DGVMs, PFTs do not in- 

corporate dispersal and migration life-history traits. Rather, 
most PFTs encompass species with a large variety of disper- 
sal and other migratory traits, and so need to be subdivided 
into finer categories in order to incorporate these traits. 

Some relationships between PFT characteristics have been 
demonstrated, such as the relationship between growth form 
and plant size, or between seed size and dispersal mode 
(Leishman et al. 2000). In temperate floras, plant height ac- 
counts for about 20% of the variation in seed size, while dis- 
persal mode accounts for 29% of the variation among species 
in seed weight (Leishman et al. 2000). However, even though 
big seeds (> 100 milligrams [mg]) tend to be dispersed by ver- 
tebrates, and small seeds (< 0.1 mg) by wind, any dispersal 
mode could be expected between these extremes (Higgins et 
al. 2003). Human-dispersed plants tend to have predictable 
suites of traits: for example, short life histories, small seeds, 
and persistent seed banks in the case of species dispersed by 
vehicles and transported soil (Hodkinson and Thompson 
1997). Many different life-history traits often covary and col- 
lectively produce a set of capabilities that enhance a given dis- 
persal mode, establishment requirements, early competitive 
capabilities, and so forth (Grime 1993). We refer to this over- 
all collection of interactive traits as a syndrome. 

Regenerative traits may be only weakly constrained by 
vegetative traits (Leishman et al. 2000). However, a study of 
pines suggests that within a single PFT, evergreen-needleleaf 
trees, a large spectrum of "invasive" traits is expressed and is 
closely related to relative growth rate, seed mass, and gener- 
ation time (Grotkopp et al. 2002). Relative growth rate, in turn, 
was closely associated with specific leaf area, the ratio of leaf 
area to leaf mass. These results suggest the possibility of 
defining life-history syndromes within PFTs, such as "inva- 
sive, early successional" to "noninvasive, late successional,"with 
each defined by sets of covarying life-history traits. 

DGVM simulations could filter PFT subclasses (syn- 
dromes) by migration potential over space and time. Areas 
with high rates of climate change would initially be colonized 
by fast-migrating PFT subclasses. Indeed, Dynesius and Jans- 
son (2000) show that Pleistocene climate change filtered 
biota in this way, with highly mobile species more likely to be 
found at high latitudes that experienced high rates of climate 
change, and less mobile species in regions with low rates and 
amplitude of past climate change. This filtering might also pro- 
vide an assessment of potential biodiversity loss under climate 
change scenarios, as related to the changing richness of PFT 
subclasses. Also, although the data are sparse, it may be pos- 
sible to define unique PFT dispersal spectra associated with 
different biogeographic zones. For example, more than 80% 
of wet tropical tree and shrub species are animal dispersed, 
while in the higher latitudes both wind and animal dispersal 
are important (Levey et al. 1994, Willson and Traveset 2000). 

Simulating vegetah change in DGVMs. DGVMs have been 
used to simulate succession or change in vegetation structure, 
as defined by shifts in dominance among PFTs (e.g., Smith et 
al. 2001, Bachelet et al. 2003). These changes occur in nature 
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through a shift in dominance of PFTs already present in an 
area, and through the immigration of novel PFTs by way of 
dispersal and establishment. To the extent that the DGVM sim- 
ulates only a single climate within a grid cell, the available PFTs 
will be fewer than are possible in the real world, where diverse 
microdimates can harbor a greater diversity of species and 
PFTs. A sub-grid-cell scheme that accounts for heterogene- 
ity will allow some representation of the diversity of micro- 
climates within a cell, but will inevitably fall short of 
representing all possible microclimates and subdominant 
PFTs (e.g., figure 4). 

A classic example of this problem is the almost instanta- 
neous appearance of eastern hemlock in pollen records 
throughout the northern half of the lower peninsula of Michi- 
gan between 5000 and 6000 years ago (Davis et al. 1986). Ei- 
ther it spread incredibly fast from its initial colonies near the 
Straits of Mackinac, or it expanded from numerous local 
refugia, hidden in complex terrain and thus not recorded in 
pollen records. The fossil record is too sparse to permit res- 
olution of this question, analogous to the problem of coarse- 
grid resolution in DGVMs. Similarly, rapid shifts in regional 
dominance could occur under rapid climate change without 
any long-distance dispersal. Nevertheless, migration will still 
be a major issue, especially between largely distinct floristic 
zones. Major biome boundaries are zones where vegetation 
structure and dominant PFTs change, but are also usually lo- 
cations of significant species change, and should be the lo- 
cations where migration lags become most obvious. 

Rapid climate change will cause a sorting of migration 
syndromes into bands along a migrational front, led by the 
fastest (most invasive) dispersers and trailed by the slowest 
(least invasive), which are perhaps at the most risk of local ex- 
tinction. Thus, rapidly migrating native species will increas- 
ingly "invade" more sedentary, late-successional, or endemic 
species, enhancing risks of local or total extinction of some 
species. This spatial sorting of PFT dispersal syndromes (and 
real species) under rapid climate change, and the ensuing 
successional interactions among relatively sedentary local 
species and aggressive native "invaders," could be one of the 
most crucial attributes of ecosystem change to capture in 
DGVM simulations. 

Research directions 
This has been a brief review of the needs and challenges in- 
volved in global-scale modeling of plant migration as a re- 
sponse to global change. Output from DGVMs should be a 
primary tool for decisionmakers to evaluate the question of 
safe rates of climate change, and associated impacts on car- 
bon and other biosphere feedbacks to the atmosphere, water 
resources, protection of species, and other resource issues 
and their management. However, the value of these power- 
ful tools will be seriously curtailed if migration is not incor- 
porated into the models. 

The entire process of migration is lacking in observational 
data to inform general theories for use in models of the nat- 
ural world. Required data span the processes from flowering 

and seed set to short- and long-distance dispersal, followed 
by establishment and growth to completion of the cycle. The 
extinction of megafaunal dispersing agents is also of concern. 
Quantification of these processes is a major problem (Clark 
et al. 2001, Nathan et al. 2003); however, new methods are be- . 
ing developed for obtaining some of the critical data and es- 
timating long-distance dispersal (Fragoso et al. 2003, Nathan 
et al. 2003). 

There is a shortage of useful trait data for the majority of 
species (Knevel et al. 2003). Even so, to generalize this infor- 
mation into PFTs, researchers must also document corre- 
lated plant traits that affect dispersal, rate of growth, 
competitive ability, and generation time (Leishman et al. 
2000). It remains to be seen whether dispersal, invasive, and 
successional characteristics are sufficiently correlated to de- 
fine a small number of plant migration syndromes within each 
PFT, as well as their frequency distributions (Grime 1993, 
Leishman et al. 2000). 

Data needs include quantification of initial establishment 
and early growth in the face of competition and other biotic 
interactions. Disturbances and other processes that create 
suitable establishment sites are poorly quantified in relation 
to climate variability and change. Documentation of rare 
PFTs that could shift into dominance with a change in climate 
is also needed. In addition, data on the risks of local extinc- 
tion from climate change and the loss of critical PFTs are al- 
most nonexistent. However, there will always be fewer data 
than desired. Thus, theories of migration and succession 
must be developed in the face of uncertain knowledge and 
tested for sensitivity to assumptions of initial conditions and 
changing boundary conditions. 

Theory development for rapid, climate-induced vegetation 
change involves time and space scaling of vegetation succes- 
sion and plant dispersal processes relative to model scales of 
time and space, as well as simplification of species into PFTs. 
The aggregation of species into PFTs and the simulation of 
the successful invasion of migrants into different communi- 
ties pose particular challenges. The processes are generally fast, 
even if infrequent over long time scales. The spatial scales span 
both subgrid scales and across-grid scales. Grid-cell size wdl 
probably never be small enough to explicitly simulate all 
mechanisms of plant dispersal over the globe. Thus, a per- 
sistent theoretical challenge is the simplification of complex, 
mechanistic models, such as multiscale wind dispersal sim- 
ulators, into more compact, empirical formulations, which are 
robust in the face of rapidly changing environmental condi- 
tions. A combination of empirical and mechanistic approaches 
is likely to prove optimal, but must be validated to the extent 
possible against finer-scale models and observations. For ex- 
ample, over smaller domains, more mechanistic models of mi- 
gration, succession, and shifting dominance could operate at 
a species level with very high grid resolutions and short time 
steps and could be used to train DGVMs in more empirical 
simulations of PFT dynamics. 

It is always speculative to suggest directions that future mod- 
eling might take, but a few thoughts are worth noting. Some 
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Figure 4. A northern Utah landscape, supporting numerous unique plantfinctional types (PFTs) that 
would normally be simulated over large geographical distances in a dynamic global vegetation model 
(DGVM). These PFTs include boreal needleleaf (spruce,fir), boreal broadleaf winter deciduous (aspen), 
temperate needleleaf (pine), temperate broadleaf winter deciduous (oak, maple), and both microphyllous 
evergreen and broadleaf winter deciduous shrubs. Shifting dominance r e q d m  the presence of several dif- 
ferent PFTs in a landscape, perhaps separated by unique microclimates or successional stages. Regional cli- 
mate change can expand or contract those microclimates, causing a shift in PFT dominance without 
requiring long-distance dispersal. However, most DGVMs do not simulate local-scale microclimates and 
thus may not be able to support many diflerent PFTs in a singlegrid cell, even with complicated sub-grid- 
cell schemes. Photograph courtesy of Ron Neilson. 

processes, such as the rate of local spread within a grid cell, 
could be empirically indexed to fragmentation or animal ex- 
tinction events, which could further be indexed to both struc- 
tural and dynamic heterogeneity. Even long-distance events 
within grid cells could be empirically modeled as informed 
by very high-resolution, increasingly mechanistic simula- 
tions using locally tailored models. 

Direct, dynamic nesting of models may be one means of 
insuring more consistency between global simulations on 
coarse grids with highly aggregated PFTs and regional, species- . based models on finer grids. The nested model could be di- 
rectly constrained by the boundary conditions and temporal 
dynamics provided by the global model. The coarse PFTs in 
the global model could be subdvided into more categories 
or individual species in the local or regional model. Such 
model nesting could be strategically located in hotspots of 
species diversity or in areas where ecological function may be 
most at risk of collapse under rapid change. For example, a 
mesoscale dispersal modeling approach is already capable of 
incorporating landscape heterogeneity and winds over scales 
of meters to thousands of kilometers (Nathan et al. 2005). 

Questions remain regarding the potential loss of crucial 
PFTs and biodiversity for the maintenance of critical ecosys- 
tem functions, such as carbon sequestration. New mechanistic 
models are being developed that simulate the spatial pattern 
of PFT diversity relative to climate and topography (Kleidon 
and Mooney 2000). If nested within a DGVM, such a model 
could provide inferences regarding the risk of extinction of 
critical PFTs and feed back to the DGVM, thus affecting the 
functional response of the DGVM to climate change. 

Conclusions 
The fundamental question "What is a safe rate of climate 
change?" involves understanding the entire biosphere and 
its potential responses to rapid climate change, with the 
caveat that different regions or elements of the biosphere 
could respond much more rapidly or catastrophically than 
others. It may be possible to identify some of the particularly 
sensitive regions and focus research on them. The processes 
of biosphere response to dimate change involve in situ changes 
both in ecosystem function and in the relative abundance of 
species, as well as the migration of biota across the global land- 
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scape. There are always trade-offs in ecosystem modeling, re- 
gardless of the scale, but most certainly at the global scale. The 
greater precision that is desired in one domain, such as spa- 
tial realism, will require a reduction in precision somewhere 
else, such as in modeling temporally dependent processes. 
However, the goal should be to at least retain overall accuracy, 
if not precision, in the simulated outcome. 

It is often assumed, for example, that one can accurately 
simulate the future dynamics of global carbon balance with 
a relatively small number of PFTs (van Minnen et al. 2000), 
and this may be true. However, every new simulation using 
PFTs under future climate scenarios requires consideration of 
a different and always changing set of biophysical domains, 
shared by different combinations of species. The risk of sud- 
den changes in biosphere function (e.g., rapid, disturbance- 
induced losses of ecosystem carbon) may hinge on the 
persistence or loss of key PFT attributes, or even attributes of 
individual species. Migration processes may be among the 
most important in determining possible threshold responses 
of the biosphere, or in estimating the continued sustainabil- 
ity of ecosystem integrity, goods, and services. 

The biosphere is losing species at an extremely rapid rate, 
gradually eroding redundancy within functional types, and 
thus risking extinction of key functions and possibly reduc- 
ing the planet's resilience to rapid change (Millennium Ecosys- 
tem Assessment 2005). A variety of ecosystem goods and 
services, such as clean and abundant water, carbon seques- 
tration, recreation, and wood and forage production, may be 
placed at risk if species represented by various PFTs cannot 
migrate sufficiently fast to track climate change. Perhaps 
some of these functions will be maintained by subdominant 
species replacing dominant ones before migrants can arrive, 
but this cannot be universally assumed. Thus, incorporating 
an expanded concept of PFTs in DGVMs, including the 
processes of migration and in situ conversion, will be neces- 
sary to address the true importance of changes in biological 
diversity to sustained ecological function in a rapidly chang- 
ing world. 
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