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ABSTRACT

Wetlands represent the dominant natural source of methane (CH₄) to the atmosphere. Thus, substantial effort has been spent examining the CH₄ budgets of global wetlands via continuous ecosystem-scale measurements using the eddy covariance (EC) technique. Robust error characterization for such measurements, however, remains a major challenge. Here, we quantify systematic, random and gap-filling errors and the resulting uncertainty in CH₄ fluxes using a 3.5 year time series of simultaneous open- and closed path CH₄ flux measurements over a sub-boreal wetland.

After correcting for high- and low frequency flux attenuation, the magnitude of systematic frequency response errors were negligible relative to other uncertainties. Based on three different random flux error estimations, we found that errors of the CH₄ flux measurement systems were smaller in magnitude than errors associated with the turbulent transport and flux footprint heterogeneity. Errors on individual half-hourly CH₄ fluxes were typically 6%–41%, but not normally distributed (leptokurtic), and thus need to be appropriately characterized when fluxes are compared to chamber-derived or modeled CH₄ fluxes.

Integrated annual fluxes were only moderately sensitive to gap-filling, based on an evaluation of 4 different methods. Calculated budgets agreed on average to within 7% (±1.5 g–CH₄ m⁻² yr⁻¹). Marginal distribution sampling using open source code was among the best-performing of all the evaluated gap-filling approaches and it is therefore recommended given its transparency and reproducibility.

Overall, estimates of annual CH₄ emissions for both EC systems were in excellent agreement (within 0.6 g–CH₄ m⁻² yr⁻¹) and averaged 18 g–CH₄ m⁻² yr⁻¹. Total uncertainties on the annual fluxes were larger than the uncertainty of the flux measurement systems and estimated between 7–17%. Identifying trends and differences among sites or site years requires that the observed variability exceeds these uncertainties.

1. Introduction

The recent debate regarding the causes of an apparent plateau in atmospheric methane (CH₄) concentrations during the early 2000s reflects gaps in our current understanding of its climate-sensitive sources and sinks and their variability (Kirschke et al. 2013; Schaefer et al. 2016; Saunois et al., 2016; Poulter et al., 2017). This uncertainty impairs confidence in climate projections due to methane’s large global warming potential (GWP), 28–36 times larger than that of carbon dioxide (CO₂) on a 100 year time horizon (Myhre et al. 2013). Global CH₄ inventories exhibit large variability between bottom-up approaches versus top-down estimates (Kirschke et al. 2013; Saunois et al., 2016), but generally agree that the integrated biogenic CH₄ source is comparable in size to the anthropogenic flux. Microbial CH₄ production in anaerobic wetland soils is the largest biogenic source, and is believed to result in more CH₄ emissions than the global production and use of fossil fuels (Kirschke et al. 2013; Saunois et al., 2016).

While wetlands cover a relatively small fraction of Earth’s land surface (~10%, Rebelo et al., 2009) their contribution to the global surface-atmosphere flux of CH₄ and thus to the Earth’s radiative forcing is disproportionately large. Representative measurements are thus needed to assess how CH₄ emissions from wetlands respond to hydro-meteorological and land management factors, and to build a process understanding for projecting future changes. Eddy covariance (EC)
is currently the most widely used methodology for measuring surface-atmosphere exchange of greenhouse gases (GHG) at the ecosystem scale. While networks have been initiated around the world to create a standardized global flux monitoring program and database (FLUXNET) (Baldocchi et al. 2001), CH₄ is not yet a fully integrated product in the resulting synthesized datasets available to the public. We therefore lack a measurement-based benchmark for top-down inversion-based CH₄ budgets. Two international efforts have recently been initiated to better constrain CH₄ observations: (i) The Global Carbon Project (http://www.globalcarbonproject.org/) launched a CH₄ flux synthesis effort with the aim of collating flux data from the global ensemble of terrestrial observations, identifying data limitations and inconsistencies, and deriving standardization guidelines for future inclusion into FLUXNET and gridded CH₄ products (AmeriFlux, 2018); and (ii) the pan-European Research Infrastructure Integrated Carbon Observatory System (ICOS) published the first protocol for standardization of high frequency CH₄ measurements, flux calculation and quality control (Nemitz et al., 2018). Both of these projects follow the tradition of the micrometeorological community in unifying and (openly) releasing flux calculation algorithms within collaborative network activities (e.g. Fratini and Mauder 2014; Mammarella et al., 2016).

The foundation of any EC flux measurement system is a fast analyzer capable of resolving turbulent fluctuations of the target species at appropriate precision (Baldocchi et al. 1988). Laser absorption spectroscopy-based methane gas analyzers have been tested for their applicability in EC flux measurements in the past (Tuzson et al. 2010; Detto et al. 2011; Peltola et al. 2013, 2014; Iwata et al. 2014); however, inter-comparison studies have only been carried out over relatively short duration (a few weeks to months), with the exception of a single year-long study conducted in the arctic (Goodrich et al. 2016). In terms of absolute fluxes, the above studies reported good agreement between different CH₄ analyzer technologies, but also highlighted that sensor-specific corrections (e.g. for density fluctuations and water vapor interference) can be of the same magnitude or larger than the measured fluxes. Further, open-path EC systems were reported to have poor data coverage during freezing or rainy periods and in locations with ubiquitous high humidity or sea spray. Thus, a large fraction of the measured time series often needs to be gap-filled for budget calculations. As a result, there is a need to better understand the effects of such corrections and gap-filling uncertainties on annual CH₄ flux budgets, which may in turn be broadly used in the climate science community.

Here, we present CH₄ flux measurements from a natural wetland site over the course of 3.5 years (January 2015–July 2018) using two commercially available CH₄ gas analyzers. These systems include an open-path CH₄ gas analyzer (LI-7700, LI–COR Biosciences Inc., Lincoln, NE, USA) and a closed-path tunable diode laser (TGA-100A, Campbell Scientific, Logan, UT, USA). Both CH₄ flux systems rely on shared turbulence measurements and thus have identical flux footprints. This unique dual-sensor dataset features a large number of paired observations across a wide spectrum of hydro-meteorological variability enabling a statistically robust analysis of the measured fluxes, their precision, detection limits and consistency. Taking advantage of these concurrent measurements we evaluate the most commonly used methods for flux error estimation against the directly observed distribution of flux differences, which we here interpret as the uncertainty of the flux measurement system. We further quantify the uncertainty introduced across differing correction methods for systematic errors arising from imperfect sampling of turbulent fluctuations. Next, we characterize the errors associated with gap-filling flux time series to derive yearly CH₄ budgets and quantify the resulting annual uncertainties. Finally, we give recommendations for processing and characterizing annual CH₄ flux products, and demonstrate the importance of accurate uncertainty estimation for interpreting measured wetland fluxes.

2. Methods

2.1. Site description

Eddy covariance measurements were carried out at the Bog Lake Fen flux tower site in the USDA Forest Service’s Marcell Experimental Forest (47.505 N, – 93.489 W, Minnesota, USA). The flux tower is located in an open natural peatland, characterized as poorly mineral- otopic to oligotrophic (mean pore water pH = 4.5, range 3.8–5.3) with the dominant vegetation consisting of Sphagnum papillosum, Scheuzeria palustris, Carex spp., and Chamaedaphne calyculata (Shurpali et al. 1993, 1995). Bog Lake Fen soils are mapped as the Greenwood series (Dysic, frigid Typic Hapludands), with peat depth of about 2 m at the EC tower. The bog has complex micro-topography, with a mosaic-like hummock-hollow surface pattern and water balance driven largely by precipitation (roughly half of precipitation falls as snow) and evaporation, since no surface water outlet is present. The climate is cold continental with warm summers (Köppen Dfb, Kottke et al. (2006)), with mean annual precipitation and temperature of 770 mm and 3 °C, respectively. The snow-covered period usually starts in November and typically lasts for ~120 days.

2.2. Instrumentation

Three-dimensional wind velocity and sonic temperature measurements were made using an ultrasonic anemometer (CSAT-3, Campbell Scientific) mounted 2.4 m above the surface. An open path CO₂ and H₂O infrared gas analyzer (LI-7500A, LI–COR Biosciences Inc.) was positioned at the same height (in reference to the center of its measurement path) and offset by 10 cm to the east. High frequency CH₄ concentrations were measured with two instruments: a low-power open path analyzer (LI-7700, LI–COR Biosciences Inc.), and a closed path trace-gas analyzer (TGA100A, Campbell Scientific), both employing laser spectroscopy. Whereas several closed-path instruments for fast and high precision CH₄ measurements are commercially available, the LI-7700 is the first instrument of its kind that can be operated with very limited power and infrastructure, as neither temperature control nor pumps are required. Typical noise levels for both instruments are 5–10 mmol mol⁻¹ (Allan deviation at 10 Hz). Details and configuration of the two CH₄ gas analyzers are provided in Table 1. Data from all eddy flux sensors were recorded at 10 Hz frequency. Gas-analyzers were calibrated twice per year (step calibration), to reflect changes between cold and warm seasons. Ancillary measurements at the tower site included basic meteorology, soil temperature, soil heat flux and water table position (Table 1). More details about the flux tower site can be found in Shurpali et al. (1993; 1995), and Olson et al. (2013).

2.3. Eddy covariance methodology

Vertical turbulent fluxes were calculated using the eddy covariance method according to the general equation (Webb et al. 1980):

\[ F = \frac{w}{\rho} c \]  

(1)

Where, \( w \) is the vertical wind speed, \( \rho \) is air density, \( c \) is an atmospheric scalar, primes denote turbulent fluctuations, and overbars denote means obtained from time averaging over the flux interval, here set to 30 min. The scalar and sonic anemometer time series were aligned using supervised cross correlation maximization after a double-axis rotation was performed on measured wind vectors. De-spiking of high frequency data (Vickers & Mahrt, 1997) was not performed because a test analysis using a subset of the data revealed that the number of identified spikes and their effect on the post-processed fluxes were negligible (< 1%).

The sensible heat (H), latent heat (LE) and CO₂ (NEE) fluxes were calculated following standard procedures as documented elsewhere.
T is the mass density ratio of air and water vapor to dry air, and \( \mu \) is the water vapor mass density, and \( \chi \) is the water table position 1.5 \([\text{m distance to EC tower}]\) FW-1 stripchart recorder Belfort.

<table>
<thead>
<tr>
<th>Auxiliary measurements</th>
<th>Location</th>
<th>Model</th>
<th>Manufacturer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil temperature</td>
<td>5.10,20,30,40,50,100,200 ([\text{cm depth}])</td>
<td>T107</td>
<td>Campbell Scientific</td>
</tr>
<tr>
<td>Air temperature</td>
<td>2 ([\text{m height}])</td>
<td>HMP45C</td>
<td>Campbell Scientific</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>2 ([\text{m height}])</td>
<td>HMP45C</td>
<td>Campbell Scientific</td>
</tr>
<tr>
<td>Precipitation</td>
<td>1.5 ([\text{m height}])</td>
<td>TE525 tipping bucket rain gauge</td>
<td>Texas Electronics</td>
</tr>
<tr>
<td>Wind speed</td>
<td>3 ([\text{m height}])</td>
<td>05103 wind monitor</td>
<td>R. M. Young</td>
</tr>
<tr>
<td>Wind direction</td>
<td>3 ([\text{m height}])</td>
<td>05103 wind monitor</td>
<td>R. M. Young</td>
</tr>
<tr>
<td>PAR</td>
<td>3 ([\text{m height}])</td>
<td>LI190-SB quantum sensor</td>
<td>LI-COR Biosciences</td>
</tr>
<tr>
<td>Radiation</td>
<td>2 ([\text{m height}])</td>
<td>CNR4 Net Radiometer</td>
<td>Kipp and Zonen</td>
</tr>
<tr>
<td>Soil heat flux</td>
<td>10,10,10 ([\text{cm depth}])</td>
<td>HFP01-SC heat flux plate</td>
<td>Hukseflux</td>
</tr>
<tr>
<td>Water table position</td>
<td>1.5 ([\text{m distance to EC tower}])</td>
<td>FW-1 stripchart recorder</td>
<td>Belfort</td>
</tr>
</tbody>
</table>

(e.g. Foken et al., 2012). Methane fluxes based on TGA mixing ratio \( \chi(\text{CH}_4) \) measurements were calculated according to:

\[
F_{\text{CH}_4} = \chi(\text{CH}_4) \cdot 480 \text{ ml volume} 
\]

Where, \( A, B, \) and \( C \) are dimensionless multipliers to correct for spectroscopic effects caused by temperature- and pressure-induced line-broadening, \( \chi \) is the molar mass ratio of dry air to water vapor, \( \chi T \) is the average mass density of dry air, \( \sigma \) is the mass density ratio of water vapor to dry air, \( \rho_{H_2O} \) is the water vapor mass density, and \( T \) is air temperature. The second and third terms in the parentheses are the traditional Webb, Pearman, Leuning (WPL) terms (Webb et al., 1980). The contribution of WPL and spectroscopic terms to calculated fluxes are discussed in detail in Text S1 and Fig. S1. 2. Storage flux terms were quantified using a simple 1-level approach (Rannik et al., 2009), but were found to be negligible. Furthermore, since storage affects NEE measured by both CH4 systems equally, no effect on flux comparisons is expected, and therefore no corresponding adjustment was performed.

2.3.1. Post-processing of time series data

The closed path TGA system was designed to operate at stable temperatures and pressures, and during our campaign the laser temperature and cell pressure were both maintained to a high degree of precision. However, the TGA cell temperature was also affected by the instrument’s enclosure temperature, which is intended to be maintained at a stable set-point above ambient. At Bog Lake Fen, ambient temperatures were highly variable, especially during the cold season when diurnal amplitudes exceeded 20°C and 24-h maxima varied by up to 16°C between consecutive days. As a result, the control software was at times unable to maintain stable enclosure (and hence cell) temperatures, resulting in low-frequency drifts in the CH4 signal for ∼10% of observations, as indicated by the instrument’s diagnostic value for heater cycling. Such drift was not apparent in the concurrent LI-7700 measurements, nor in other measured scalars such as CO2 or sonic temperature (Fig. S3). These low frequency fluctuations manifested as a positive slope in the Allan variance at time scales exceeding several seconds (Fig. S4). We therefore interpret this behavior as a TGA-specific optical fringing effect due to temperature drifts; similar artifacts in TGA measurements have been observed at other sites (Mammarella et al., 2016; Jackowicz-Korczyński et al., 2010). To account for the occasionally observed optical fringing effects and to keep post-processing routines consistent, the CH4 time series for both analyzers were de-trended by subtracting the corresponding running mean, calculated using a first order autoregressive filter with \( \tau = 30 \text{ s} \) time constant (McMillen, 1988; Rannik and Vesala, 1999).

2.3.2. Spectral corrections

Fluxes were corrected for low and high-pass filtering effects introduced by de-trending and by the limited high frequency response of the respective measurement systems. Here, we used two established routines to (i) theoretically (e.g. Moore 1986) and (ii) empirically (Aubinet et al., 1999; Foken et al., 2012) estimate the resulting flux attenuation. In the theoretical case, transfer functions were obtained from the superposition of individual analytically formulated response terms for (a) dynamic/time response, (b) path (LI-7700) or volume (TGA) averaging, (c) lateral sensor separation, and in the case of the TGA system (d) low-pass filtering associated with attenuation in the intake tube. Additionally, (e) a response term from the autoregressive filter was implemented to account for high-pass filtering (Moore 1986, Rannik & Vesala 1999; Massman, 2000, 2001, Horst and Lenschow, 2009).

In the empirical approach, transfer functions were determined as the ratio of the integrated attenuated scalar cospectra to the integrated unattenuated temperature cospectra, here considered to be the idealized spectra. To reduce uncertainties, especially in the low-frequency range, data were screened for consecutive 3-hr periods fulfills the...
steady-state test (2.3.4) following the recommendation of Aubinet et al. (1999):

\[ H(f)^{mp} = \frac{N_0}{N_c} \frac{\int_{f_0}^{f_1} C_w(f) \, df}{\int_{f_0}^{f_1} C_{uw}(f) \, df}, \quad \text{with} \quad N_0 = \frac{1}{f_1} \int_{f_0}^{f_1} C_w(f) \, df \]

Where, \( N_0 \) and \( N_c \) are normalization factors calculated as the ratio of integrated cospectral densities in a frequency \( f \) band where flux attenuation is assumed to be negligible (\( f_1 \) to \( f_0 \), here \( \approx 0.02 \) to 0.07 Hz). \( C_{uw} \) are the cospectral densities of vertical wind and the scalar \( c \) or sonic temperature \( \theta \). Cospectra were calculated following Nordbo & Katul (2013) (Text S5).

Absolute spectral flux losses \( \delta_i \) were estimated as the ratio of the attenuated cospectral density to the idealized cospectral density:

\[ \delta_i = 1 - \frac{\int_{f_0}^{f_1} C_{uw}(f) \, df}{\int_{f_0}^{f_1} C_w(f) \, df} \]

Where, \( f \) is the natural frequency, \( C_{uw} \) is the idealized cospectrum, and \( H \) is an EC system-specific transfer function. The right-hand fraction in Eq. (5) is the inverse of the spectral correction factor (SCF), i.e. the factor needed to increase the attenuated covariance to match the reference covariance. Spectral corrections were applied before fluxes were calculated (e.g. by replacing \( w_{CH_4} \) with \( SCF \cdot w_{CH_4} \) in Eq. (3)).

2.3.3. Data quality control & retention

Fluxes were filtered by testing the high frequency data for stationarity \( < 1 \), skewness \( \approx -2 \), kurtosis \( \approx 1 \), and intermittency \( \approx 1 \), as well as for well-developed turbulence (ITCw \( < 0.6 \)) (Poken and Wichura 1996, Vickers and Mahrt, 1997). Additionally, a nighttime friction velocity threshold was investigated using both \( CH_4 \) and CO2 observations (Papale et al., 2004), but not implemented in this study as evidence for systematic underestimation of nocturnal \( CH_4 \) fluxes was ambiguous and resulting corrections were marginal (Text S4). Along with the flux periods removed by the QC procedures, data were also lost during periods of sensor malfunction and servicing. For the LI-7700, data were likewise lost when the measurement path was temporarily obstructed, as monitored by the instrument’s relative signal strength indicator (RSSI) measuring the current received at the detector and by other relevant diagnostics. In our case, data were deemed unusable if more than 2% of the high frequency data within a flux averaging period showed RSSI \( < 40 \). Finally, flux data for all sensors were discarded if the wind direction measurements indicated possible flow distortion due to tower interference, or contributions to flux footprints from surrounding upland forests (from 30° to 200°). Over 3.5 years, there were \( n = 23,000 \) (TGA) and \( n = 19,000 \) (LI-7700) fluxes measured during periods with acceptable instrument diagnostics and winds from the peatland sectors. The LI-7700 instrument was not operated before March 2015, and thus lacks data for 75 days at the beginning of the campaign. After quality control, the datasets retained 62% of the measured peatland fluxes (\( n = 15,033 \)) for the TGA and 76% of the measured peatland fluxes (\( n = 14,106 \)) for the LI-7700. Overall, this represented 24% of half-hour periods within the 3.5-year campaign, lower retention than for the \( CO_2 / H_2O \) EC system (38%). This data retention is on the low end of reported values (24% to 65%) from (multi) yearlong \( CH_4 \) flux measurements in wetland systems (Goodrich et al., 2016; Rinne et al., 2007; Kruon et al., 2010; Hommeltenberg et al., 2014; Jackowicz-Korczyński et al., 2010; van den Berg et al., 2016; Wang et al., 2017).

2.4. Flux uncertainties and limits of detection

The measured flux includes the true flux (\( \dot{F} \)) plus random (\( s \)) and systematic (\( d \)) error components for measurement system (\( x \)) at time (\( t \)):

\[ F_{ix} = \dot{F} + s_{ix} + d_{ix} \]

Systematic error can result from (i) mis-calibration of instrumentation, (ii) incomplete sampling of turbulent fluctuations, (iii) lack of observations of non-turbulent fluxes during poorly mixed conditions and, (iv) the potential underestimation of EC derived energy fluxes that are used for calculation of the WPL terms (Richardson et al., 2012). As described in Section 2.3.2 and Text S4, we corrected for (ii) and estimated the magnitude of (iii) to be within 1% on annual fluxes. While spectral corrections induce uncertainties of their own, we nevertheless assume here that after spectral corrections, remaining

\[ s_{ix} \gg d_{ix} \]

The random flux error contains contributions from sources such as errors arising from the stochastic nature of turbulence due to limited sampling in time and space, errors of the flux measurement system (both in measurements and flux calculation), and uncertainty regarding the spatial representativeness (flux footprint) of the calculated flux (Richardson et al., 2012). The turbulent transport error (from here on called “sampling error”) has been discussed as the largest contributor to random flux errors in forest eco systems (Hollinger & Richardson 2005). Here, we employ two single-instrument approaches for estimating sampling errors \( (s_{ix}) \). First \( s_{ix} \) was inferred in a one-point statistical estimation as the variance of the wind-scalar covariance \( \bar{w} \bar{c} \) following (Finkelstein & Sims, 2001), hereafter referred to as F&S:

\[ s_{ix} = \sqrt{\bar{w} \bar{c}} = \left[ \frac{1}{n} \sum_{j=m}^{m} \sum_{j=m}^{m} \bar{w} \bar{c} \right]^{1/2} \]

Where, the auto- (\( \bar{x} (p) \)) and cross-covariance (\( \bar{x} \bar{y} (p) \)) terms for vertical wind and the scalar of interest were integrated over the time-window defined by \( m \), here set to 200 (i.e. 20 s). \( p \) is the index of samples, and \( n \) is the number of observations in each flux averaging interval. The fractional flux error was then calculated by dividing the absolute flux error by the measured covariance \( \bar{w} \bar{c} \). The F&S approach has been evaluated as a physically meaningful estimator for turbulence driven uncertainties in eddy fluxes (Rannik et al., 2016). It does not incorporate uncertainty due to footprint heterogeneity nor the flux calculation.

In our second single-instrument approach (hereafter called the H&R approach), the flux errors were estimated from the difference in fluxes measured 24-h apart under similar meteorological conditions (soil temperatures within 0.5 °C) (Hollinger & Richardson, 2005). As with the F&S approach above, the H&R approach was performed separately for each eddy flux system. In contrast to the F&S approach, this error estimate also incorporates the uncertainty related to the footprint heterogeneity. In the past functional agreement between the H&R error and turbulent sampling error has been found, however the H&R method yielded larger error estimates reflecting the fact that the H&R approach also includes footprint heterogeneity (Hollinger & Richardson, 2005).

In addition to the two single-instrument approaches, we derived an estimate of the random flux error associated with the \( CH_4 \) flux measurement system itself, based on the contemporaneous \( CH_4 \) flux differences between the TGA and LI-7700 systems (i.e. differences in paired observations in time; hereafter referred to as the PD approach). Since both \( CH_4 \) flux systems were based on the same realization of turbulence (shared sonic anemometer), turbulent sampling errors nor uncertainty of the flux footprint affected the distribution of paired differences. Thus (after minimizing systemic spectral losses
beforehand) we hypothesize that PD derived errors were caused primarily by flux calculations, which differed fundamentally between the two CH4 measurement systems. For instance, the LI-7700 measurements were affected by density fluctuations and estimates of the WPL terms (Eq. 3), whereas the TGA measurements were based on mixing ratios (Eq. (2)). In light of the ongoing effort for a global synthesis of CH4 flux observations the PD derived errors are particularly relevant. Specifically, it is of interest to examine how its magnitude compares to the turbulent sampling and footprint error, which typically are accepted as a reasonable estimation of the total random flux error (Hollinger et al., 2000). Further, differences between paired observations can reveal the long-term cumulative effects of errors and bias (Dragoni et al., 2007), which cannot be readily predicted or modeled.

Instrument noise for both the vertical wind and scalar measurements contribute to the total random flux errors. For this study, we assumed that the former is negligible compared to the latter (Rannik et al., 2016), and compute the covariance error due to scalar sensor noise (\( \sigma_n \)) following (Lenschow et al., 2000):

\[
\sigma_n = \sqrt{\frac{\sigma_{n_{w}}^2 + \sigma_{n_{ch}}^2}{2}}, \tag{8}
\]

Where, \( \sigma_{n_{w}}^2 \) is the variance of the vertical wind measurements, and \( \sigma_{n_{ch}}^2 \) is the noise (\( n \)) variance of the scalar sensor at frequency (\( f \)) for flux averaging interval (\( T \)). \( \sigma_{n_{ch}}^2 \) was approximated as the difference between the scalar signal variance and the scalar signal auto-covariance at close to zero shift (here: \( \Delta = 5 \)).

Flux detection limits were calculated following Wienhold et al. (1995). Specifically, the 95% confidence interval of the detection limit was estimated as 1.96 times the standard deviation of the cross-covariance function between the vertical wind and the CH4 time series for lags larger than the integral time scale (here: 100 < \( |\text{lags}| < 200 \) s).

2.5. Methane budget and gap filling

To calculate annual CH4 budgets, the EC time series required a gap-filling strategy. Here we investigated the applicability and uncertainties of 3 different approaches:

2.5.1. Approach A: extrapolating 30-min fluxes to daily fluxes with subsequent gap-filling based on observed soil temperature response.

Valid 30-min CH4 fluxes were extrapolated to a daily value if there were a sufficient number of observations (here set to 8) for that day. To estimate the associated uncertainty, this threshold was iteratively increased from 8 to 16 half hours (1/6th to 1/3rd of possible observations per day). Further, we randomly introduced artificial data gaps (25% of observed 30-min fluxes each iteration) for \( n = 50 \) iterations to assess extrapolation errors.

For approach A, the daily flux time series still included data gaps with lengths \( \geq 1 \) day. To fill these gaps, we parameterized a soil temperature (10 cm depth) response function:

\[
F(T_{soil}) = a e^{b T_{soil}}, \quad \text{and } Q_{10} = e^{10b} \tag{9}
\]

Where, \( F(T_{soil}) \) is the daily CH4 flux parameterized by a first order exponential of soil temperature (\( T_{soil}, \) °C) with fitting coefficients \( a \) and \( b \) obtained from a least absolute residual optimization, and \( Q_{10} \) is the ratio of fluxes from a 10 °C temperature increase. The total uncertainty for approach A was assessed as the range in CH4 budgets obtained across the \( n = 50 \) extrapolations above (each with its own soil temperature regression). We treat this simple variable estimate as the baseline gap-filling approach in this study.

2.5.2. Approach B: artificial neural networks (ANN)

Artificial neural networks (ANN) are increasingly used for gap-filling (CH4) flux time series (e.g. Dengel et al., 2013; Knox et al., 2015; Sturtevant et al., 2016; Goodrich et al., 2016) due to (i) their capacity for modeling data with varying temporal periodicity, and (ii) their freedom from any prior assumption regarding the functional relationship between independent and dependent variables (Papale et al. 2006; Moffat et al. 2007). Here, we followed established routines and employed a feedforward network with variable architecture complexity and tan-sigmoid transfer functions. Prior to network training, the 30-min flux time series was subsampled equally into training, validation and test subsets. The test subsets were withheld from initialization and validation of the individual network trainings and used only to infer uncertainty in the final chosen networks. Network training and validation were repeated numerous times with increasing complexity, i.e. by increasing the number of hidden layers and neurons per hidden layer.

The training variables tested included soil temperature (10 cm), air temperature, soil heat flux (average of 5 heat flux plates at 8 cm depth), photosynthetically active radiation (PAR), water table position, soil moisture, atmospheric pressure, and water vapor deficit. We first ranked these variables according to their correlation with the observed methane fluxes, and then added them step-wise into the training data set. After training and validation of each neural network, we computed the mean square error (MSE) and coefficient of determination of the modeled data compared to the withheld test data. Finally, we chose the network with the least number of training variables, lowest number of (hidden) layers and nodes, lowest MSE and highest \( R^2 \). The ANN routine including randomized subsampling, training and validation was repeated \( n = 50 \) times to calculate an ANN-derived ensemble distribution of gap-filled time series. The uncertainty of approach B was then assessed based on the ensemble range, with the ensemble mean used to gap-fill.

2.5.3. Approach C: Marginal distribution sampling (MDS) and mean diurnal course (MDC)

For approach C, missing 30-min fluxes were filled using averages from available observations under similar meteorological conditions on neighboring days (MDS) or based on the mean diurnal course aggregated from fluxes under similar conditions (MDC). The MDS approach employs a modified look up table accounting for auto-correlation of CH4 flux time series. Similar conditions were defined as soil temperatures within 0.5 °C and air temperatures within 2.5 °C. The “neighboring days” criterion was iteratively increased from 1, 2, 7, 14, and 35 days, until data under similar conditions were available. The methodology is described in more detail in Reichstein et al. (2005) and Wutzler et al. (2018). We randomly introduced artificial gaps (25% of observations) and repeated the gap-filling procedure \( n = 50 \) times for both MDS and MDC approaches to infer the respective uncertainties based on the ensemble range.

2.6. Statistical analysis

Flux errors are typically not normally distributed (Hollinger and Richardson, 2005). Accordingly, Laplace (double exponential) distributions were used to describe the flux errors as \( f(x \mid \mu, \beta) = \frac{1}{2\beta} e^{-|x-\mu|/\beta} \), where \( \mu \) is the mean and \( \beta \) is a scaling factor related to the standard deviation (\( \sigma = \sqrt{2}\beta \)). Briefly, Laplace distributions are unimodal, but have a sharper peak (leptokurtic) than normal distributions. Geometric regression was employed when comparing two flux time series to account for uncertainty in both the regressor and dependent variable. Standard forecasting accuracy measures were used to evaluate performance of different gap-filling approaches on withheld observational data subsets, namely mean absolute error (MAE), root mean square error (RMSE), and bias error (BE; calculated as the mean of predicted minus observed values).

Uncertainties in the annual and campaign-long flux integrals were estimated assuming negligible autocorrelation in the random error (\( \epsilon \)) and negligible systematic errors. Thus a standard error propagation
(Farrance and Frenkel, 2012) was performed as

$$\Delta F_{\text{emp}} = \sqrt{\sum (\varepsilon_i)^2 + \sum (\text{gapfill error})^2}$$,

where \(a\) and \(k\) refer to the number of observations and number of modeled fluxes within the integration interval, respectively. We neglected other (uncorrected for) systematic errors in this propagation as we expect them to be much smaller than the uncertainties discussed above. While assuming non-auto-correlated errors will in principle lead to a lower bound on the uncertainty, characterizing the auto-correlation of \(\varepsilon\) is beyond the scope of this study.

3. Results and discussion

3.1. Flux attenuation

Analysis of cospectra revealed high frequency attenuation for both CH\(_4\) systems (at \(f \geq 0.08\) Hz), whereas CO\(_2\) cospectra followed expected behavior up to \(>0.2\) Hz indicating less high frequency loss. At the cospectral peak (frequencies of \(\sim 0.16\) Hz), cospectra for the LI-7700 fell below those for the TGA, while the reverse was true at higher frequencies, indicating different sources of high frequency attenuation between the CH\(_4\) systems. This finding agrees with theoretical expectations (e.g. tube attenuation only affected the TGA).

Methane cospectra also showed low frequency attenuation due to the applied de-trending algorithm, which appeared less pronounced for the TGA than for the LI-7700 relative to the idealized temperature spectrum. However, this apparent offset was proportional to the much larger covariance contribution from a trend in the raw TGA data as compared to the LI-7700 raw data (green and blue triangles, Fig. 1a).

Despite different frequency dependencies for spectral losses between the two CH\(_4\) flux systems, estimates of total flux attenuation derived from empirical transfer functions were similar with median \(\frac{\Delta F}{F} = 0.08\) ± standard deviations of \(0.08\) ± \(5\)% (TGA), and \(0.08\) ± \(5\)% (LI-7700). Of this \(9\%\) were due to low frequency attenuation alone. Individual empirically determined transfer functions at times deviated from the idealized response (0 \(\leq H(f) \leq 1\); see error bars in Fig. 1b) due to noise and incomplete trend removal (especially in the low frequencies for the TGA). Such behavior has also been observed at other sites (Aubinet et al., 1999; Peltola et al. 2013).

Estimates of flux attenuation derived from theoretical transfer functions were similar to the empirical values for the TGA (21 ± 7%), but systematically larger for the LI-7700 (25 ± 10%) (Fig. 2). Low frequency losses contributed 10 ± 8% to total flux attenuation. To elucidate the discrepancy in LI-7700 attenuation estimates we investigated individual theoretical transfer functions and found that observed and modeled attenuation disagreed mostly in the high frequency range (e.g. blue circles vs. dotted magenta line Fig. 1b), and further that the modeled losses due to sensor separation had the largest impact on overall attenuation.

We hypothesize that violations of key assumptions within the analytical formulation of this transfer function (e.g. lack of differentiation between streamwise and cross-wind cospectra) contributed to the observed discrepancy (Horst and Lenschow, 2009). On an annual time scale, the cumulative mismatch of fluxes corrected with the empirical or the theoretical approach was \(0.3\) gCH\(_4\) m\(^{-2}\) for the TGA, and \(0.6\) gCH\(_4\) m\(^{-2}\) yr\(^{-1}\) for the LI-7700. This represented less than 4% of cumulative annual emissions. The small net impact on annual fluxes for the LI-7700 was due to the non-monotonic response of calculated fluxes (Eq. (3)) to increased CH\(_4\) covariance (Fig. S6c).

To put the flux attenuation for the two CH\(_4\) EC systems into context, we also calculated spectral losses for the LI-7500 CO\(_2/\)H\(_2\)O measurements. As suggested by the near-idealized cospectral shape (Fig. 1a), attenuation was small, with similar estimates derived from the theoretical and empirical approaches (median \(\frac{\Delta F}{F} = 3 \pm 2\%\)). Estimated (high frequency) spectral losses of our CH\(_4\) covariance measurements are similar to previous reports. For example Peltola et al. (2014) reported a median attenuation range of \(= 10-40\%\) for 8 commercially available CH\(_4\) gas analyzers deployed at about 6 m height (0.05–0.3 m horizontal separation) above an agriculturally managed peatland in the Netherlands. Iwata et al. (2014) reported 11% attenuation for the LI-7700 deployed at 3.35 m height (0.25 m horizontal separation) over a rice paddy in Japan, Goodrich et al. (2016) reported 15% median attenuation for the LI-7700 deployed 4.2 m (0.2 m horizontal separation) above a sedge tundra in Alaska, and Chu et al. (2014) reported LI-7700 flux attenuation to range from 20 to 30% at 2 m height above short canopy of a freshwater marsh at Lake Erie.

Overall, theoretical expectations of spectral losses did not always align with the observed cospectra. Thus we chose to apply the empirical approach for all subsequent analyses in this manuscript. After assessing the degree of systematic diurnal and seasonal variability in flux...
we chose to employ constant (year-round) spectral correction factors for each greenhouse gas flux system.

3.2. Flux precision & uncertainty

3.2.1. Noise & detection limits

In agreement with previous studies (Peltola et al., 2013, 2014; Rannik et al., 2016), instrumental noise contributions to flux uncertainty were negligible, accounting for only 3% ± 3% (median ± 1 σ) of the measured covariances for the TGA and 1% ± 2% for the LI-7700 (Fig. 3a). The typical absolute noise covariance was < 1 nmol m⁻² s⁻¹ for the interquartile range (IQR), which is on the lower end of values reported in a comprehensive inter-comparison study (Peltola et al., 2014), and similar to noise levels reported for eddy flux using cavity-ring-down spectrometers (G2311-f/G1301-f; Picarro Inc, Santa Clara, CA, USA). The TGA exhibited more noise than the LI-7700 during this study.

Flux detection limits were estimated following Wienhold et al. (1995), with median values of approximately 3 ± 2 ( ± 1 ) nmol m⁻² s⁻¹ for both sensors (Fig. 3b). For comparison, the 1st percentile of all measured fluxes was 2.0 nmol m⁻² s⁻¹ for the TGA and 2.8 nmol m⁻² s⁻¹ for the LI-7700. Both instruments thus yielded reliable CH₄ measurements for the flux magnitudes observed at this site. Peltola et al. (2014) reported similar CH₄ flux detection limits of 2–4 nmol m⁻² s⁻¹ in their assessment of 7 different gas analyzers.

3.2.2. Turbulent CH₄ sampling errors from the Finkelstein & Sim, 2001 (F&S) approach

The median fractional random errors for individual fluxes based on the F&S approach were 17% ± 10% ( ± 1σ) for the TGA and 14% ± 10% for the LI-7700 (Fig. 3c). These corresponded to absolute errors of 4 ± 3 nmol m⁻² s⁻¹ for the TGA and 3 ± 3 nmol m⁻² s⁻¹ for the LI-7700. These flux errors are comparable to those from a spring-summer field inter-comparison study (Peltola et al., 2013) over an oligotrophic fen in Finland with reported median errors ranging from 1.0 nmol m⁻² s⁻¹ to 5.6 nmol m⁻² s⁻¹. Some site-to-site differences in absolute random flux errors are to be expected, as such errors scale with the measured flux (heteroscedasticity, Fig. S7). Fractional errors here were in good agreement with the Peltola et al. (2013) study, with distributions of 0.05 generally peaking at less than 20% for both analyzers. The F&S random errors are per definition strictly positive, as they characterize the sampling error distribution, and in our study highly skewed (here, skewness > 1.7) towards large values, i.e. following a Burr type distribution.

Based on the statistical approaches presented here and above (3.2.1) both EC systems provided flux measurements with comparable precision, with the LI-7700 yielding slightly lower (by ≈1 nmol m⁻² s⁻¹ on average) random flux errors according to the F&S approach.

3.2.3. Differences between paired and repeated measurements

3.2.3.1. The paired differences (PD) approach

Differences in observed fluxes followed a symmetrical distribution around a near-zero mean (Fig. 4), which, as in earlier studies (Hollinger and Richardson, 2005; Dragni et al., 2007), followed a Laplace rather than a Gaussian distribution. Fitted distributions (Section 2.6, Fig. 4) were described by a median of 0.1 nmol m⁻² s⁻¹, a standard deviation (σ) of 8.5 nmol m⁻² s⁻¹, and an IQR of 8.2 nmol m⁻² s⁻¹. The center 75% of observed differences were within μ ± 1σ. Skewness (0.32) was close to zero, indicating an almost symmetric shape. Thus the distribution of paired observations, reflecting the uncertainty due to the flux measurement

Fig. 3. Probability density distributions of relative flux attenuation (combined low- and high-pass filtering) for the closed path TGA (panel a), and open path LI-7700 (panel b) CH₄ analyzers. Results shown are based on theoretical (colored histograms) and empirical transfer functions (gray histograms) for quality-ensured 3-hr periods during stable and unstable conditions.

Fig. 2. Frequency distributions of derived errors for the TGA system (green) and the LI-7700 system (blue). Panel a shows the relative error from instrumental noise, calculated as the second order auto-covariance (Eq. (8)). Panel b shows the fractional random flux error, estimated as the normalized standard deviation of the covariance (Eq. (7)). Panel c shows the absolute value of the CH₄ flux detection limit calculated as 1.96 times the standard deviation of the cross-covariance function (Wienhold et al. 1995; Rannik et al., 2016).
systems, indicated negligible bias (0.1 nmol m\(^{-2}\) s\(^{-1}\)). This result is encouraging since LI-7700 flux measurements also incorporated uncertainty in the LE and H measurements (Eq. (3)). In the following we use two different approaches for estimating the overall random flux errors and assess the importance of the above derived uncertainties in that broader context.

### 3.2.3.2. The Hollinger & Richardson, 2005 (H&R) approach

Estimated errors from the H&R approach followed a double exponential distribution with near zero means (Fig. 5), and can thus directly be compared to the PD distribution. Inferred uncertainties were \(\sigma = 9\) and 12 nmol m\(^{-2}\) s\(^{-1}\) for the LI-7700 and TGA, respectively, or 1.06 \(\times\) and 1.4 \(\times\) those from the PD approach. In other words, total flux uncertainty (as estimated by H&R) was larger than the uncertainty due to the CH\(_4\) flux measurement systems (as estimated by PD). The H&R approach might be overestimating total flux errors due to potential contributions from non-stationarities (Hollinger & Richardson 2005). More importantly, however, the H&R approach (like F&S) accounts for sampling errors due to turbulent stochasticity, which were shown previously to dominate uncertainty in turbulent transport (Rannik et al., 2016).

Another way to compare the 2 error estimates relying on paired measurements in time or on consecutive days (PD and H&R) is by quantifying the resulting relative errors. Fig. 6 thus plots the H&R and PD uncertainties normalized to the respective flux. We see that both relative errors exhibited a decreasing trend with increasing flux magnitude for \(F_{\text{CH}_4} < 150\) nmol m\(^{-2}\) s\(^{-1}\). A similar trend was found for CO\(_2\) flux errors with increasing CO\(_2\) uptake (Hollinger & Richardson, 2005). The largest relative errors were found for near-zero fluxes, except in the case of the H&R estimates for the TGA which were largest for apparent CH\(_4\) uptake. For fluxes > 150 nmol m\(^{-2}\) s\(^{-1}\) error estimates tend to increase and become noisy, which (similar to negative fluxes) was related to large variability within a small sample size in these bins. Here we found that the flux measurement system uncertainty was smaller than the random flux errors resulting from sampling errors and footprint heterogeneity. Specifically PD errors were 0.79 \(\times\) (TGA) and
3.3. Flux correlations

Regressed fluxes between the two sensors could adequately be described by a linear model (Fig. 7), with the largest residuals seen for negative TGA fluxes. Approximately 70% of the negative observations exceeded the corresponding flux detection limits but only 1% of these were observed from both systems. It is therefore questionable whether the measured negative net CH₄ fluxes were valid observations. While a soil CH₄ sink is expected under aerated conditions (Kirschke et al., 2013), the detected net CH₄ uptake did not correlate with low water table in this study. It is likely that these negative fluxes resulted from measurement errors (e.g. incomplete trend removal from the TGA measurements) that were not fully accounted for in quality control procedures.

While ordinary least squares regression of CH₄ fluxes measured with the LI-7700 against those measured with the TGA yielded a slope and intercept that were statistically not different from 1 and 0, respectively (Fig. 7), geometric regression yielded a greater-than-unity slope (1.08 ± 0.02, estimate ± 99% confidence interval) and a negative intercept (−3.0 ± 0.8). Correlation analysis thus indicated a tendency towards larger fluxes for the LI-7700 system, in contrast to the Laplace distribution parameters described above. In the following we investigate whether this small bias persists in gap-filled annual flux estimates derived using different gap-filling strategies.

3.4. Assessing annual CH₄ budgets

For both the LI-7700 and TGA systems, only ~24% of the flux observations over the 3.5-year experiment passed all quality-control criteria. Hence, gap-filling strategies were needed to derive annual CH₄ budgets. In the following, three different gap-filling approaches and their associated uncertainties are presented.

3.4.1. Approach A: extrapolating 30-min fluxes to daily fluxes with subsequent gap-filling based on observed soil temperature response

For this approach, we hypothesized that 30-min fluxes could be reliably extrapolated to a daily value even if only a fraction of the 48 observations for the day was available. We found very little periodic variability in either of the CH₄ time series on an hourly timescale (Fig. 8a, b) for both absolute and normalized fluxes (Fig. 8c, d). Rather, most of the flux variability occurred on seasonal timescales. Similar analyses for sensible heat fluxes are shown for comparison in Fig. S8. We concluded that the CH₄ fluxes at this site undergo only marginal diurnal variations, which is consistent with prior findings at this site (Shurpali et al., 1993; Olson et al., 2013) and at other peatland sites where vegetation was not dominated by *Phragmites* ssp. (Jackowicz-Korczyński et al., 2010; Peltola et al. 2013; Rinne et al., 2007, 2018). Uncertainty analysis for the resulting extrapolations revealed little sensitivity to the minimum observation threshold (sec. 2.5.1) and to introduction of artificial gaps; resulting cumulative fluxes were consistent to within 7%.

To gap-fill those days with no valid 30-min flux measurements, we parameterized a response curve to soil temperatures; measurements from multiple depths were evaluated for inclusion. Regression analysis revealed the strongest correlation of fluxes with 10 cm soil temperatures, with consistent variance across the observed soil temperature range (Fig. 9). The relationship was fitted by a first-order exponential, yielding $Q_{10}$ (relative increase over a temperature difference of 10 °C) = 2.9 (95% confidence interval: 1.9–4.3), RMSE = 9.5 nmol m⁻² s⁻¹, and $R^2 = 0.88$. Our $Q_{10}$ estimate is within the range for minerotrophic peat (1.5 to 6.4) reviewed in Segers (1998). It should be noted that EC derived $Q_{10}$ values show large inter-site and inter-annual variability (e.g., 2.3–12; Jackowicz-Korczyński et al., 2010; Song et al., 2015; Peltola et al., 2013; Rinne et al., 2018). Rinne et al. (2018) argue that this spread in reported $Q_{10}$ values might reflect non-temperature confounders and differing depths for soil temperature measurements.

0.90 × (LI-7700) the H&R errors within the center 90 flux percentiles (10 < $F_{CH_4}$ < 90 nmol m⁻² s⁻¹). For these typical fluxes uncertainty estimates ranged from 6 to 41%, which is close to the 10 to 30% uncertainty range in turbulent fluxes reported by Rannik et al. (2016). If CH₄ flux uncertainties need to be predicted for future studies, random numbers can be drawn from the Laplace distribution parameters (Figs. 4 and 5).

![Fig. 6. The relationship between relative error estimates and CH₄ fluxes for the TGA (panel a) and the LI-7700 (panel b). Relative errors were estimated using the H&R approach (grey area with dashed line), the PD approach (blue area with dotted line). Lines denote medians, whereas areas denote the IQR of each bin.](image_url)

![Fig. 7. scatter plot of 30-min CH₄ fluxes as measured by the TGA and LI-7700 systems. Overlaid are ordinary least squares (OLS) regression lines (magenta line with gray shaded 90% prediction bounds), and geometric (GEO) regression line (cyan).](image_url)
Here, flux regressions with water table position were much more complex than for soil temperature and did not follow a simple linear or log-linear relationship. Similar findings were reported from other peat moss vegetated wetlands (e.g. Rinne et al., 2007, 2018; Jackowicz-Korczyński et al., 2010).

Gap-filled daily fluxes from approach A showed good agreement between both EC systems (Fig. 10a, b). Over the course of 3.5 years, cumulative fluxes were 62.9 g−CH₄ m⁻² (TGA) and 63.5 g−CH₄ m⁻² (LI-7700) with gap-filling uncertainties of 0.9 g−CH₄ m⁻² (TGA) and 1.1 g−CH₄ m⁻² (LI-7700) (Table 2). At 30-min time scales, approach A yielded the worst performance of all gap-filling approaches tested here (Table 2). This was expected as this approach is designed for daily rather than half-hourly prediction. However, approach A was also subject to the largest positive bias errors resulting in the highest cumulative flux estimates. These biases were caused by inter-annual variability in soil temperature responses. Specifically 2015 was the least sensitive (Q₁₀ = 2.3) as compared to the other 3 years (Q₁₀ ≈3.1), leading to over predicted fluxes in 2015. Thus the simple one-variable predictor model performed better for shorter (e.g. ≤ 1 year) time series. In the following we investigate how more complex gap-filling approaches with multiple predictors (ANN) and with moving time windows (MDS/MDC) perform as compared to the baseline approach.

3.4.2. Approach B: artificial neural networks (ANN)

Our second gap-filling strategy employed ANNs, which enabled direct gap-filling of the 30 min flux time series without prior extrapolation to daily values. Here, the final training data sets included as explanatory variables soil temperature, soil heat flux, water table position, and atmospheric pressure. ANN derived budgets yielded cumulative fluxes of 61.1 g−CH₄ m⁻² when applied to the TGA time series, and 61.8 g−CH₄ m⁻² when applied to the LI-7700. The coefficient of determination for the ANN predictions against withheld CH₄ flux data was R² = 0.83 (TGA) and R² = 0.85 (LI-7700) with improved forecasting performance and smaller bias compared to the baseline (approach A): MAE ≤ 8.9 nmol m⁻² s⁻¹ and RMSE ≤ 11.5 nmol m⁻² s⁻¹ (Table 2). We attribute this improvement in part to the fact that the ANN was able to resolve sub-daily variations of CH₄ emissions. ANN derived budgets were ~3% smaller than with the baseline approach presented above (Tables 2 and 3).
3.4.3. Approach C: Marginal distribution sampling (MDS) and mean diurnal course (MDC)

The MDS and the MDC approaches yielded cumulative fluxes of 62.3 g-CH₄ m⁻², and 62.4 g-CH₄ m⁻², respectively, when applied to the TGA time series, and 62.3 g-CH₄ m⁻² and 61.8 g-CH₄ m⁻² when applied to the LI-7700 time series. Thus, they fell in between the ANN budgets of 61.1–61.8 g-CH₄ m⁻² and the Tsoil derived budgets of 62.9–63.5 g-CH₄ m⁻². Accuracy and uncertainty were comparable between the MDS and MDC approaches, and overall performance was similar to that of ANN.

Over the 3.5 year period, the cumulative flux budgets derived across the four different gap-filling approaches and two different CH₄ flux systems agreed remarkably well - to within 2.4 g-CH₄ m⁻², or 4% of the mean cumulative flux. Peltola et al. (2013) found similarly close agreement for a seasonal multi-sensor CH₄ study (4% over ≈180 days), and Goodrich et al. (2016) report 8% agreement between two CH₄ flux systems for a year-long campaign. In a 2 year study, Hommeltenberg et al. (2014) found ∼10% sensitivity of annual CH₄ flux estimates to varying gap-filling approaches.

3.5. Annual flux uncertainty and interannual variability in CH₄ emissions

Hydro-meteorological conditions at the site varied strongly between the years 2015–2017. For instance, in 2015 the lowest peat...
temperatures and latest spring thaw onset were recorded (Fig. 11). Assessing the uncertainty in annual flux products arising from measurement and gap-filling errors is important, as these may exceed the inferred interannual variability. Our results show that cumulative emissions increased steadily from 2015 to 2017. In the case of the TGA time series, only 2015 showed a significant difference from the other 2 years (Table 3; Fig. 10b insert), whereas 2016 and 2017 were statistically indistinguishable. In case of the LI-7700, uncertainties were largest in 2015 (due to frequent gaps and hence high gap-filling errors), which as a result was only statistically distinguishable from 2017 (and not 2016). Based on the year-by-year analyses presented here (Table 3) we found the uncertainty of annual fluxes to range from 1.4 to 2.5 g−CH₄ m⁻² yr⁻¹ (7 to 17% of measured annual emissions).

Uncertainties in annual CH₄ wetland flux estimates have been reported previously and are summarized in Table 4. The literature shows that uncertainties in annual fluxes have been consistently estimated at <33% with a median of 11%, with the exception of one boreal peatland site with near zero fluxes (Wang et al., 2017).

4. Recommendations and implications for CH₄ flux measurements and processing

Our results indicate that reliable CH₄ flux estimates can be achieved with close agreement between independent flux measurement systems. This suggests that a reliable global database of EC-derived CH₄ flux products can be obtained via systematic and standardized processing. To this end, we make the following recommendations and conclusions based on our data and analyses:

1. Flux underestimation associated with covariance attenuation for typical wetland CH₄ EC systems is on the order of 10 to 25%, and thus needs to be appropriately accounted for. We achieved consistent results between the empirical approach and theoretical approaches to within 4% of annual fluxes. For our data, the empirical approach (Aubinet et al., 1999; Foken et al., 2012), yielded the closest agreement between the EC systems evaluated here. After applying spectral corrections, remaining systematic error was estimated at <2% of annual fluxes, and thus much smaller than random flux errors and gap-filling errors. Despite the substantial corrections required for the open-path LI-7700 measurements, the resulting final fluxes agreed well (on average ±0.05 nmol m⁻² s⁻¹) with those from the closed-path TGA system, demonstrating that the applied corrections are scientifically sound.

2. Based on statistical analysis of CH₄ time series, both the closed- and open-path systems provided a sufficient accuracy and precision to reliably characterize flux magnitudes and their predominant modes of variability at our study site. Estimated turbulent sampling errors were similar between both systems with a mode at ≈20% of measured covariances. Median fluxes were 1 order of magnitude above estimated flux detection limits (±1σ) of 3 ± 2 (±1σ) nmol m⁻² s⁻¹. Thus, either open- or closed path EC systems can be suitably used depending on site characteristics and needs.

3. Random flux error estimates derived from differences between paired or repeated measurements in time suggested that the errors of the flux measurement system and flux calculation were smaller than errors due to the stochasticity of turbulent transport and that resulting from flux footprint heterogeneity. Thus it is feasible to merge CH₄ flux observations made with different measurement systems within global syntheses and interpret trends and variability among sites or years within the limitations of flux uncertainty derived from a single eddy covariance system. If CH₄ flux uncertainties...
need to be predicted, fitted Laplace error distributions from this study can be used for random number generation.

4 We find that the CH4 flux time series can be appropriately gap-filled using regression models, look-up tables, or machine learning approaches. The last two approaches performed the best in this study. Since established and publicly available tools exist for gap-filling flux products based on look up tables (Wutzler et al., 2018) we recommend this approach to facilitate transparency and reproducibility for synthesis purposes. However, for time series with long gaps (e.g. multiple months) machine learning approaches or simple regression models are advised. The performance of gap-filling techniques should be re-evaluated in future studies focusing on long term (e.g., decadal) flux time series.

5 We recommend estimating gap-filling uncertainty by generating an ensemble of bootstrapped time series with artificial data gaps. Despite the overall strong agreement between the gap-filled budgets obtained in this study, gap-filling uncertainties (up to 11% of the annual flux) were found to be on the same order of magnitude as the year-to-year emission differences.

6 The total uncertainty in annual CH4 emissions is ≤17% for the dataset examined here. For a typical sub-boreal wetland flux of about 15 g-CH4 m\(^{-2}\) yr\(^{-1}\), this yields an uncertainty range of ≈2.6 g-CH4 m\(^{-2}\). Uncertainties need to be rigorously accounted for when assessing the carbon balance of peatland ecosystems, and when interpreting site-to-site or year-to-year variability in CH4 emissions. Here, we observed that estimated annual emissions in 2017 were statistically distinguishable from the previous two years.
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Table 4

<table>
<thead>
<tr>
<th>wetland type</th>
<th>annual flux [g-CH4 m(^{-2}) yr(^{-1})]</th>
<th>ΔFCH4 [%]</th>
<th>uncertainty includes gap-filling error</th>
</tr>
</thead>
<tbody>
<tr>
<td>boreal natural peatland</td>
<td>14.3–20.1</td>
<td>7–17</td>
<td>this study</td>
</tr>
<tr>
<td>boreal fen</td>
<td>12.6</td>
<td>8</td>
<td>Knox et al. (2007)</td>
</tr>
<tr>
<td>managed fen on dairy farm</td>
<td>15.7–17(^{+})</td>
<td>17–33(^{-})</td>
<td>Knox et al. (2010)</td>
</tr>
<tr>
<td>natural bog-pine</td>
<td>7.1</td>
<td>6</td>
<td>Hommenenberg et al. (2014)</td>
</tr>
<tr>
<td>young wetland</td>
<td>70.7</td>
<td>1</td>
<td>Knox et al. (2015)</td>
</tr>
<tr>
<td>old wetland</td>
<td>51.6</td>
<td>3</td>
<td>Knox et al. (2015)</td>
</tr>
<tr>
<td>wet sedge tundra</td>
<td>6–6.5(^{+})</td>
<td>16–17(^{-})</td>
<td>Goodrich et al. (2016)</td>
</tr>
<tr>
<td>temperate mire</td>
<td>20–29(^{+})</td>
<td>5–14(^{-})</td>
<td>Fortuniak et al. (2017)</td>
</tr>
<tr>
<td>freshwater marsh</td>
<td>56.4–76(^{+})</td>
<td>9.1–11(^{-})</td>
<td>Chen et al. (2014)</td>
</tr>
<tr>
<td>aapa mire</td>
<td>5.5</td>
<td>14</td>
<td>Hargreaves et al. (2001)</td>
</tr>
<tr>
<td>arctic tundra</td>
<td>3.15</td>
<td>5</td>
<td>Wille et al. (2008)</td>
</tr>
<tr>
<td>boreal peatland</td>
<td>0.13–0.36(^{+})</td>
<td>83–29(^{+})</td>
<td>Wang et al. (2017)</td>
</tr>
</tbody>
</table>

\(^{+}\) uncertainty includes authors
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