Stand age versus tree diameter as a driver of forest carbon inventory simulations in the northeastern U.S.
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Abstract: Estimating the current status and future trends of carbon (C) stocks and stock changes in forests of the northeastern United States is desired by policy makers and managers as these forests can mitigate climate change through sequestration of atmospheric carbon dioxide (CO₂). We developed C flux matrix models using tree and stand variables by tree diameter class and stand age class to compare size-structured models with age-structured models in their capacity to predict forest C dynamics that are central to policy decisions. The primary control variables for the C flux matrix models (diameter at breast height, stand basal area, stem density, and stand age) were all statistically significant at the α ≤ 0.05 level. Through comparing the simulation results and root mean square error of C flux matrix models by tree diameter class and stand age class, we found that tree diameter class more accurately predicted C stock change status across the broad compositional and structural conditions in the spatial and temporal domain. An uncertainty analysis revealed that predictions of aboveground C and soil C would be distinguishably different whether using tree diameter class or stand age class with high certainty. Overall, this work may enable better integration of forest inventory data and remotely sensed data for the purpose of strategic-scale forest C dynamic simulations.
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Introduction

As forests are the largest terrestrial carbon (C) sink (Pan et al. 2011a) on Earth, nations have developed greenhouse gas (GHG) emission reduction targets inclusive of the land sector, with forest lands being identified as a relatively cost-effective means to reduce C emissions. Forest net C sequestration can mitigate the effects of C emissions to the atmosphere; therefore, the monitoring of forest C stocks is critical to understanding the drivers of C stock change across terrestrial ecosystems over time. Forest growth, regeneration, and mortality are three main components of forest population and related carbon dynamics (Swaine et al. 1987; Felfili 1995; Huth and Ditzer 2001; Rice et al. 2004). Unfortunately, there is much uncertainty associated with estimates of forest C stocks due to the combined effects of variability in tree growth, recruitment, and mortality rates (Vieira et al. 2004). Examinations of drivers of C dynamics in regions occupied by a diversity of tree species and stand structural combinations such as the northeastern United States (US) may be useful to informing science and policy at multiple scales (e.g., regional to international) that seek to reduce net C emissions (Evans and Perschel 2009). Furthermore, studies characterizing forest ecosystem dynamics may assist with forest management activities. The simulation of forest C dynamics across temporal scales in this region, even over short time frames (e.g., 5–30 years), remains a substantial knowledge gap critical to C emission mitigation strategies and annual reporting requirements (e.g., United Nations Framework Convention on Climate Change, UNFCCC).
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hence, there is great need to improve the prediction of forest C dynamics.

The distribution of forest developmental stages, as reflected in stand age and tree size distributions, across a region strongly affects potential C accumulation at landscape and regional scales (i.e., the population; Rhemtulla et al. 2009). Correspondingly, empirical models with tree diameter class and stand age class, as well as process-based models, have been developed to simulate forest C dynamics. For example, landscape-scale models of forest succession, disturbance, and C dynamics (e.g., LANDIS-II) have been used to evaluate the effects of a changing climate on total forest C, tree species composition, and wildfire dynamics (e.g., Loudermilk et al. 2013). In the northeastern US, the Forest Vegetation Simulator (FVS) was used to conduct a comparison of C stock estimates for regional carbon estimation (MacLean et al. 2014) and dynamics of late-successional and old-growth forest C (Gunn et al. 2014). Matrix models use transition matrices to estimate the dynamics of ecological populations (e.g., Caswell 2001; Fieberg and Ellner 2001; Liang and Picard 2013). Dating back to the 1940s (Leslie 1945; Lewis 1977), matrix models have been widely employed to study forest ecosystem dynamics due to their accuracy and robustness in depicting forest populations. Today, techniques of deterministic matrix models have been extended to environmental stochastic matrix models and climate-sensitive models to account for natural disturbances and climate change (see Liang and Picard (2013) and references therein).

Matrix models of varying degrees of complexity have also been applied to estimate forest population dynamics and associated forest C dynamics, with stand age or species-specific diameter classes often used as predictor variables (e.g., Solomon et al. 1987, 1995, 2000; Gove and Ducey 2014; Liang and Zhou 2014; Wear and Coulston 2015; Ma et al. 2016; Ma and Zhou 2018). For example, Gove and Ducey (2014) employed a matrix model to predict spruce–fir forest dynamics using tree diameter class. Liang and Zhou (2014) used a geospatial matrix model to estimate the amount of carbon dioxide (CO₂) equivalent sequestered by live trees using tree diameter class. Wear and Coulston (2015) developed a matrix model to estimate net sequestration of atmospheric C on forest land using stand age class. Ma et al. (2016) built an integrated matrix model with tree diameter class to synchronously couple forest dynamics, mean fire interval, population density, and future climate scenarios for US Central Hardwood Region forests. Ma and Zhou (2018) quantified how various harvesting intensities would influence C stock under climate and fire uncertainty from 2010 to 2100 using tree diameter class. Despite these advances over the past few years, simulation techniques of forest C inventories that align with the Intergovernmental Panel on Climate Change’s (IPCC) Good Practice Guidance (IPCC 2006; e.g., all forest C pools and land uses from 1990 to the present) and incorporate annual forest inventory data over large scales have remained elusive for the US (Woodall et al. 2015).

The goal of this study was to compare size-structured models with age-structured models in their capacity to estimate forest C stock dynamics, using C flux matrix models by tree diameter class and stand age class over 5 years with comparison by C pools. Total forest C includes a variety of non-overlapping C pools considered in various reporting instruments: aboveground live tree, belowground live tree, aboveground dead tree, belowground dead tree, aboveground live sapling, belowground live sapling, aboveground understory, belowground understory, litter, soil, standing dead, and downed dead in addition to the five IPCC pools (aboveground biomass, belowground biomass, dead, litter, and soil; Woodall et al. 2015). The objectives included developing C flux matrix models by species-specific diameter class for the Northern Forest region of the northeastern US to identify the relative influences of forest growth, regeneration, and mortality. Based on these results, C flux matrix models with stand age class were developed to explore the effects of age class distributions. Finally, comparisons of predictions of forest C stocks and stock changes with stand age class versus tree diameter class were made to meet the overall goal of refined understanding of regional forest C dynamics.

Data and methods

Forest data

The Northern Forest region of the northeastern US covers the states of Maine, New Hampshire, New York, and Vermont and contains a wide range of climatic conditions, ecoregions, stand conditions, and species composition (Fig. 1). We included 6472 re-measured permanent ground plots from the USDA Forest Service’s Forest Inventory and Analysis (FIA) database (USDA Forest Service 2014). Each permanent ground plot comprises four smaller fixed-radius (7.32 m) subplots spaced 36.6 m apart in a triangular arrangement with one subplot in the center (USDA Forest Service 2015). From these, 5178 permanent ground plots with at least one forested condition (80% of total 6472 plots) were used for model calibration following three criteria. First, plots had to be re-measured (5–7 years, previous measurement in 2004–2010 with same plots re-measured once in 2010–2015, which results in an inconsistent time gap between plot measurements). Second, plots had to have at least one live tree at the time of both measurements. Finally, plots were located in forests without any evidence of silvicultural treatments or any other forms of anthropogenic disturbance (e.g., cutting and artificial regeneration) as defined and classified in the FIA program. For validation purposes, we randomly selected 1294 permanent ground plots (20% of total 6472 plots) throughout the region to test model accuracy (Fig. 1).

For each sample plot, plot-level attributes included fuzzed coordinates (a technique applied to FIA plot coordinates to follow privacy laws while maintaining a good correlation between the plot data and map-based coordinates, USDA Forest Service 2015), site productivity, stand density, basal area, slope, elevation, and 12 previously defined C pools and five IPCC pools (Supplementary Table S1). Tree-level data, including species, diameter, and status (recruitment, live, or dead), were also collected on each plot. The research area is largely dominated by six major species: red maple (Acer rubrum L.), balsam fir (Abies balsamea (L.) Mill.), sugar maple (Acer saccharum Marsh.), eastern white pine (Pinus strobus L.), eastern hemlock (Tsuga canadensis (L.) Carrière), and red spruce (Picea rubens Sarg.) (Supplementary Table S2). Red maple had the highest basal area of all of the species (13.51%), followed by balsam fir (11.02%), sugar maple (9.87%), eastern white pine (7.70%), eastern hemlock (7.30%), and red spruce (6.76%) (Supplementary Table S2). For simplicity and computational efficiency, we classified all tree species into six species groups from the FIA program: maple–beech–birch, spruce–fir, white-red-jack pine, aspen–birk, oak–hickory, and other species (Supplementary Table S2). Within each species group, trees were further categorized into 17 diameter at breast height classes of 5 cm increments, except for the first class (2.54–7 cm) and the last (82 cm and above). As observed in Supplementary Table S4, negative diameter growth values accounted for less than 3% of the total population and were mainly due to measurement errors and shrinkage. These negative values were also used for fitting the diameter growth model with the rest of data as the same contribution of measurement errors could also be observed on the high-growth end of the diameter growth distribution. In addition, we constructed 34 age classes of 5-year age increases for all FIA plots by C density from ages 1–5.
Fig. 1. Approximate geographic distribution of the calibration (dots) and validation (+) plots in the Northern Forest region of the northeastern US. [Colour version online.]
Table 1. Definitions and units of variables used in the study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unit</th>
<th>Definition or explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>m²·ha⁻¹</td>
<td>Total stand basal area</td>
</tr>
<tr>
<td>C</td>
<td>Site productivity class</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>cm</td>
<td>Diameter at breast height</td>
</tr>
<tr>
<td>g</td>
<td>cm·year⁻¹</td>
<td>Annual diameter growth</td>
</tr>
<tr>
<td>E</td>
<td>km</td>
<td>Plot elevation</td>
</tr>
<tr>
<td>S</td>
<td></td>
<td>Plot slope</td>
</tr>
<tr>
<td>Hₐ</td>
<td>°C</td>
<td>Tree size diversity in Shannon’s index</td>
</tr>
<tr>
<td>Hₛ</td>
<td></td>
<td>Tree species diversity in Shannon’s index</td>
</tr>
<tr>
<td>T</td>
<td>100 mm</td>
<td>Mean annual precipitation</td>
</tr>
<tr>
<td>P</td>
<td>m year⁻¹</td>
<td>Annual tree mortality</td>
</tr>
<tr>
<td>m</td>
<td>Number of trees per hectare</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>trees·ha⁻¹·year⁻¹</td>
<td>Recruitment, the number of trees per hectare growing into the smallest diameter class (2.54–7 cm) in a year</td>
</tr>
<tr>
<td>Iₘ</td>
<td></td>
<td>Litter Mg·ha⁻¹ Carbon in the IPCC litter</td>
</tr>
<tr>
<td>Iₙ</td>
<td></td>
<td>Dead Mg·ha⁻¹ Carbon in the IPCC dead wood</td>
</tr>
<tr>
<td>I₋</td>
<td></td>
<td>BGB Mg·ha⁻¹ Carbon in the IPCC biomass belowground</td>
</tr>
<tr>
<td>I₆</td>
<td></td>
<td>AGB Mg·ha⁻¹ Carbon in the IPCC biomass aboveground</td>
</tr>
<tr>
<td>I₞</td>
<td></td>
<td>DD Mg·ha⁻¹ Carbon in the IPCC dead wood</td>
</tr>
<tr>
<td>Iₜ</td>
<td></td>
<td>Soil Mg·ha⁻¹ Carbon in organic soil</td>
</tr>
<tr>
<td>Iₖ</td>
<td></td>
<td>AGU Mg·ha⁻¹ Carbon in understory belowground</td>
</tr>
<tr>
<td>Iₜ</td>
<td></td>
<td>Litter Mg·ha⁻¹ Carbon in litter</td>
</tr>
<tr>
<td>Iₘ</td>
<td></td>
<td>AGU Mg·ha⁻¹ Carbon in understory belowground</td>
</tr>
<tr>
<td>Iₚ</td>
<td></td>
<td>Soil Mg·ha⁻¹ Carbon in organic soil</td>
</tr>
<tr>
<td>Iₖ</td>
<td></td>
<td>D Mg·ha⁻¹ Carbon in the IPCC dead wood</td>
</tr>
<tr>
<td>Iₕ</td>
<td></td>
<td>Litter Mg·ha⁻¹ Carbon in the IPCC litter</td>
</tr>
<tr>
<td>Iₖ</td>
<td></td>
<td>Soil Mg·ha⁻¹ Carbon in organic soil</td>
</tr>
</tbody>
</table>

Table 2. Summary statistics of 12 carbon pools and five IPCC carbon pools (Mg·ha⁻¹) across the study region.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Mean</th>
<th>SD</th>
<th>Maximum</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current (2010–2015)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGL</td>
<td>59.45</td>
<td>66.10</td>
<td>3357.42</td>
<td>0.25</td>
</tr>
<tr>
<td>BGL</td>
<td>12.09</td>
<td>13.12</td>
<td>649.38</td>
<td>0.06</td>
</tr>
<tr>
<td>AGD</td>
<td>1.89</td>
<td>4.63</td>
<td>134.14</td>
<td>0.00</td>
</tr>
<tr>
<td>BGD</td>
<td>0.55</td>
<td>1.22</td>
<td>25.99</td>
<td>0.00</td>
</tr>
<tr>
<td>AGLS</td>
<td>6.25</td>
<td>9.48</td>
<td>284.99</td>
<td>0.00</td>
</tr>
<tr>
<td>BGLS</td>
<td>1.43</td>
<td>2.12</td>
<td>61.08</td>
<td>0.00</td>
</tr>
<tr>
<td>AGU</td>
<td>1.54</td>
<td>0.22</td>
<td>5.49</td>
<td>1.06</td>
</tr>
<tr>
<td>BGU</td>
<td>0.17</td>
<td>0.02</td>
<td>0.61</td>
<td>0.12</td>
</tr>
<tr>
<td>Litter</td>
<td>15.62</td>
<td>3.73</td>
<td>94.82</td>
<td>4.27</td>
</tr>
<tr>
<td>SoI</td>
<td>138.76</td>
<td>20.07</td>
<td>347.37</td>
<td>91.97</td>
</tr>
<tr>
<td>SD</td>
<td>6.08</td>
<td>1.53</td>
<td>24.30</td>
<td>0.00</td>
</tr>
<tr>
<td>DD</td>
<td>5.19</td>
<td>2.33</td>
<td>51.37</td>
<td>0.16</td>
</tr>
<tr>
<td>L_AGB</td>
<td>66.08</td>
<td>66.16</td>
<td>3357.42</td>
<td>0.84</td>
</tr>
<tr>
<td>L_BGL</td>
<td>13.56</td>
<td>13.11</td>
<td>649.38</td>
<td>0.15</td>
</tr>
<tr>
<td>L_DAD</td>
<td>3.69</td>
<td>5.85</td>
<td>160.69</td>
<td>0.00</td>
</tr>
<tr>
<td>L_Litter</td>
<td>3.81</td>
<td>1.05</td>
<td>23.71</td>
<td>0.01</td>
</tr>
<tr>
<td>L_Soil</td>
<td>39.27</td>
<td>7.62</td>
<td>86.84</td>
<td>0.75</td>
</tr>
<tr>
<td>L_AGB</td>
<td>66.08</td>
<td>66.16</td>
<td>3357.42</td>
<td>0.84</td>
</tr>
<tr>
<td>L_BGL</td>
<td>13.56</td>
<td>13.11</td>
<td>649.38</td>
<td>0.15</td>
</tr>
<tr>
<td>L_DAD</td>
<td>3.69</td>
<td>5.85</td>
<td>160.69</td>
<td>0.00</td>
</tr>
<tr>
<td>L_Litter</td>
<td>3.81</td>
<td>1.05</td>
<td>23.71</td>
<td>0.01</td>
</tr>
<tr>
<td>L_Soil</td>
<td>39.27</td>
<td>7.62</td>
<td>86.84</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Note: SD, standard deviation.


C flux matrix models

We used matrix models to evaluate forest C dynamics in this study. Carbon flux matrix models were constructed as follows:

\[ y_{t+1} = G_t \cdot y_t + R_t + e \]

in which \( y_t \) is a column vector representing the number of live trees per diameter class at time \( t \); \( G_t \) is the growth matrix describing the transition of trees between size classes as well as mortality; \( R_t \) is a regeneration vector; and \( e \) is an error term.

A variety of explanatory variables for six species groups (Supplementary Table S2) were examined in this study (Table 1). Diameter and its square (\( D \) and \( D^2 \), respectively) were used in the individual-tree models (diameter growth, mortality) to capture the nonlinear effects of diameter. Stand age and its square (\( A \) and \( A^2 \), respectively) were used in the C move models to explore the effects of age. The stand density of that species and its square (\( N \) and \( N^2 \), respectively) representing the size of the seed bank (Peterson et al. 2014), were only used in the stand-level recruitment model. Many existing matrix models used total basal area (\( B \)) and site productivity (\( C \)) as key predictors because of their significant effects on forest dynamics (Namaalwa et al. 2005; Boltz and Carter 2006). Physiographic variables elevation (\( E \)) and slope (\( S \)) were used to control for site productivity (Lennon et al. 2002). In addition, stand diversity metrics of structural and species diversity were included to explicitly account for the effects of diversity on forest dynamics (i.e., positive relationship between plant diversity and net ecosystem productivity; Liang et al. 2007).

Matrix model structure for diameter class

\( G_t \) and \( G_s \) are matrices used to model dynamics of forest population, where

\[
G_t = \begin{bmatrix}
G_{11} & G_{12} & \cdots & G_{1d} \\
G_{21} & G_{22} & \cdots & G_{2d} \\
\vdots & \vdots & \ddots & \vdots \\
G_{d1} & G_{d2} & \cdots & G_{dd}
\end{bmatrix}
\]

\[
G_s = \begin{bmatrix}
\theta_{11} & a_{12} & \cdots & a_{1d} \\
a_{21} & \theta_{22} & \cdots & a_{2d} \\
\vdots & \vdots & \ddots & \vdots \\
a_{d1} & a_{d2} & \cdots & \theta_{dd}
\end{bmatrix}
\]

in which \( a_{ij} \) represents the probability that a tree of species \( i \) and diameter class \( j \) stays alive in the same diameter class between \( t \) and \( t+1 \); and \( b_{ij} \), the upgrowth transition rate that a tree of species \( i \) and diameter class \( j \) stays alive and grows into diameter...
The diameter growth of tree $k$ of species $i$ and size class $j$ from $t$ and $t + 1$ is represented by the following model (Liang et al. 2007; notations defined in Table 1):

$$g_{ijtk} = \alpha_i + \alpha_{ij}D_{it} + \alpha_{ij}D_{it}^2 + \alpha_{ij}b_{it} + \alpha_{ij}C_{it} + \alpha_{ij}E_{it} + \alpha_{ij}S_{it} + \alpha_{ij}H_{it} + \alpha_{ij}H_{it}^2 + \phi_{ijtk}$$

in which $\alpha_i$ represents parameters to be estimated with the ordinary least squares for species $i$ based on the assumption that the prediction errors are normally distributed. Diameter growth of species $i$ and diameter class $j$ ($g_{ijtk}$) is then estimated with eq. 5 in which $D_{it}$ is replaced by the midpoint of each diameter class $D_i$.

Tree mortality, $m_{ijtk} = P(M = 1|s)$, is estimated with a probit model (Ai and Norton 2003) in which $M_{ijtk}$ is a binary variable representing whether a tree of species $i$ and diameter class $j$ died ($M_{ijtk} = 1$) or not ($M_{ijtk} = 0$):

$$m_{ijtk} = \Phi(m_{ijtk})$$

where $m_{ijtk}$ is the probability of tree mortality between $t$ and $t + 1$.

$R$ is a state- and time-dependent recruitment vector representing the numbers of trees naturally recruited in the smallest diameter class of each species, between $t$ and $t + 1$:

$$R_t = \begin{bmatrix} R_{i1} \\ R_{i2} \\ \vdots \\ R_{im} \\ \vdots \\ R_{n1} \end{bmatrix}$$

$$R_t = \begin{bmatrix} R_{ij} \\ 0 \\ \vdots \\ 0 \end{bmatrix}$$

and $\mu_{ijtk}$ is the annual tree recruitment for species $i$. Diameter growth of each species, between $t$ and $t + 1$, is estimated with eq. 3 in which $g_{ijtk}$ is then estimated with eq. 5 in which $D_{it}$ is replaced by the midpoint of each diameter class $D_i$.

### Table 3. Estimated parameters of the diameter growth models.

<table>
<thead>
<tr>
<th>Diameter growth models</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maple–beech–birch</td>
<td>0.76</td>
</tr>
<tr>
<td>Spruce–fir</td>
<td>0.68</td>
</tr>
<tr>
<td>White–red–jack pine</td>
<td>0.63</td>
</tr>
<tr>
<td>Aspen–birch</td>
<td>0.61</td>
</tr>
<tr>
<td>Oak–hickory</td>
<td>0.56</td>
</tr>
<tr>
<td>Other species</td>
<td>0.53</td>
</tr>
</tbody>
</table>

**Note:** Significance levels: *, <0.05; **, <0.01; ***, <0.001.

### Table 4. Estimated parameters of the mortality models.

<table>
<thead>
<tr>
<th>Mortality models</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maple–beech–birch</td>
<td>0.25</td>
</tr>
<tr>
<td>Spruce–fir</td>
<td>0.21</td>
</tr>
<tr>
<td>White–red–jack pine</td>
<td>0.19</td>
</tr>
<tr>
<td>Aspen–birch</td>
<td>0.16</td>
</tr>
<tr>
<td>Oak–hickory</td>
<td>0.17</td>
</tr>
<tr>
<td>Other species</td>
<td>0.20</td>
</tr>
</tbody>
</table>

**Note:** Significance levels: *, <0.05; **, <0.01; ***, <0.001.

### Table 5. Estimated parameters of the recruitment models.

<table>
<thead>
<tr>
<th>Recruitment models</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maple–beech–birch</td>
<td>0.34</td>
</tr>
<tr>
<td>Spruce–fir</td>
<td>0.38</td>
</tr>
<tr>
<td>White–red–jack pine</td>
<td>0.29</td>
</tr>
<tr>
<td>Aspen–birch</td>
<td>0.25</td>
</tr>
<tr>
<td>Oak–hickory</td>
<td>0.27</td>
</tr>
<tr>
<td>Other species</td>
<td>0.31</td>
</tr>
</tbody>
</table>

**Note:** Significance levels: *, <0.05; **, <0.01; ***, <0.001.

The diameter of tree $k$ of species $i$ and size class $j$ from $t$ and $t + 1$ is represented by the following model (Liang et al. 2007, 2011; notations defined in Table 1):

$$g_{ijtk} = \alpha_i + \alpha_{ij}D_{it} + \alpha_{ij}D_{it}^2 + \alpha_{ij}b_{it} + \alpha_{ij}C_{it} + \alpha_{ij}E_{it} + \alpha_{ij}S_{it} + \alpha_{ij}H_{it} + \alpha_{ij}H_{it}^2 + \phi_{ijtk}$$

where $m_{ijtk}$ is the probability of tree mortality between $t$ and $t + 1$. $R$ is a state- and time-dependent recruitment vector representing the numbers of trees naturally recruited in the smallest diameter class of each species, between $t$ and $t + 1$:

$$R_t = \begin{bmatrix} R_{i1} \\ R_{i2} \\ \vdots \\ R_{im} \\ \vdots \\ R_{n1} \end{bmatrix}$$

$$R_t = \begin{bmatrix} R_{ij} \\ 0 \\ \vdots \\ 0 \end{bmatrix}$$
**Table 6.** Estimated parameters of the forest carbon models with diameter class.

<table>
<thead>
<tr>
<th>Forest carbon models</th>
<th>AGL</th>
<th>BGL</th>
<th>AGD</th>
<th>BGD</th>
<th>AGLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-3.856^* + 1.526B^* + 1.856C^* + 3.956E^* + 0.5625^*$</td>
<td>$-3.895^* + 0.954B^* + 0.682C^* + 2.562E^* + 0.8965^*$</td>
<td>$-2.856^* + 0.265B^* + 0.005C^* + 0.836E^* + 0.0035$</td>
<td>$-1.562^* + 0.856B^* + 0.003C + 0.276E^* + 0.0035$</td>
<td>$3.852^* + 0.354B^* + 0.512C^* - 0.624E^* - 0.0025$</td>
<td>$2.597^* + 0.541B^* + 0.621C^* - 0.684E^* - 0.0055$</td>
</tr>
</tbody>
</table>

| $P(M_{it} = 1|x) = \Phi(\delta_i + \delta_i D_{it} + \delta_2 D_{it} + \delta_4 B_i + \delta_6 C_i$ | | | | | $1.591^* - 0.004B^* + 0.001C^* + 0.028E + 0.0045$ |
| $\mu_i = \mu_1 + \mu_2 N_i + \mu_3 N_i^2 + \mu_4 B_i + \mu_5 C_i + \mu_6 E_i$ | | | | | | |
| $+ \mu_7 S_i + \mu_8 H_f + \mu_9 H_u + \mu_10$ | | | | | | |

where $\Phi$ is the standard normal cumulative distribution function, and $\delta_i$ are parameters estimated by maximum likelihood. Mortality of species $i$ and diameter class $j$ ($m_{ij}$) is then calculated with eq. 6 in which $D_{it}$ is replaced by the midpoints of each diameter class $D_j$.

Recruitment of species $i$ ($R_i$) is estimated with a Tobit model (Tobin 1958; Amemiya 1979):

$$R_i = \Phi(\beta_i x_i \sigma_i^{-1}) \beta_i x_i + \sigma_i \phi(\beta_i x_i \sigma_i^{-1})$$

with

$$\beta_i x_i = \beta_1 + \beta_2 N_i + \beta_3 N_i^2 + \beta_4 B_i + \beta_5 C_i + \beta_6 E_i$$

$$+ \beta_7 S_i + \beta_8 H_f + \beta_9 H_u + \mu_i$$

where $\Phi$ is the standard normal cumulative distribution function and $\phi$ is the standard normal probability density function. The Tobit model explicitly accounts for unobserved recruitment values that are left-censored at the preset diameter limit (2.54 cm).

The C stock of pool $i$ from $t$ and $t + 1$ was estimated from stand basal area with the following model:

$$C_{it} = \sum_{j=1}^{D} C_{ij} n_{ij}$$

Table 7. Estimated parameters of the forest carbon models with stand age class.

<table>
<thead>
<tr>
<th>Forest carbon models</th>
<th>AGL</th>
<th>BGL</th>
<th>AGD</th>
<th>BGD</th>
<th>AGLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.526^* + 0.002A^* - 0.0002A^2 + 0.001N + 0.032C - 0.085E + 0.0015^*$</td>
<td>$-2.526^* - 0.003A^* + 0.001A^2 + 0.002N - 0.062C + 0.034E - 0.0025^*$</td>
<td>$1.562 - 0.001A^* - 0.002A^2 - 0.003N - 0.056C + 0.13E + 0.001$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1.654^* - 0.054A^* + 0.0001A^2 + 0.005N^* + 0.18E - 0.01E + 0.0025$</td>
<td>$-3.851^* + 0.085A^* - 0.002A^2 + 0.03N + 0.034C + 0.04E + 0.001$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-0.526^* + 0.016A^* - 0.0001A^2 + 0.003N + 0.053C + 0.003 - 0.0035$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where $\psi_i$ is the C of pool $i$ at time $t$, $\omega_i$ are parameters to be estimated with the ordinary least squares for pool $i$, and $\psi_i$ is calculated with eq. 9.

No replacement disturbances were considered for the short-term prediction (5-year period between two inventories) as the plot re-measurement period of FIA in the eastern US is between 5 and 7 years.

**Matrix model structure for stand age class**

$Z_i$ and $Z_{it}$ are matrices used to model forest C dynamics, where

$$Z_{it} = \begin{bmatrix} Z_{ii} \\ Z_{i+1} \\ \vdots \\ Z_{i+t} \end{bmatrix}$$

$$Z_{it} = \begin{bmatrix} Z_{ii} \\ Z_{i+1} \\ \vdots \\ Z_{i+t} \end{bmatrix}$$

$$e_{it} = f_{it} + \epsilon_{it}$$

in which $\epsilon_{it}$ represents the probability that C of stand age class $i$ stays in the same stand age class between $t$ and $t + 1$; and $f_{it}$, the
Fig. 2. Mean predicted and observed basal areas at the second inventory for the matrix growth model with tree diameter class, including the 95% confidence interval of the observed mean, for common forest types in the Northern Forest region (Maine, New Hampshire, New York, and Vermont, US).

probability of C move, is estimated as the forest C move \( f_{it} \) between \( t \) and \( t + 1 \).

The C move of stand age class \( i \) from \( t \) and \( t + 1 \) is represented by the following model:

\[
\gamma_t = \theta_{t1} + \theta_{t2}A_t + \theta_{t3}A_t^2 + \theta_{t4}N_t + \theta_{t5}C_t + \theta_{t6}N_t + \theta_{t7}S_t + \delta_t
\]

in which \( \theta_i \) are parameters to be estimated with the ordinary least squares for stand age class \( i \); \( \gamma_t \) is then calculated with eq. 11 in which \( A_t \) is replaced by the midpoint of each stand age class \( A_t \).

No recruitment, mortality, and replacement disturbances were considered for the short-term prediction (5-year period between two inventories) in a manner similar to the diameter class matrix model. All analyses were conducted with the R program (version R 3.3.3, R Foundation for Statistical Computing, Vienna, Austria; http://www.R-project.org) using packages survival, AER, lmtest, and rms.

Both structural diversity \( (H_s) \) and species diversity \( (H_d) \) are calculated with Shannon’s model (Pielou 1977):

\[
H_s = -\sum_{i=1}^{n} \frac{B_i}{B} \ln \left( \frac{B_i}{B} \right), \quad H_d = -\sum_{j=1}^{m} \frac{B_j}{B} \ln \left( \frac{B_j}{B} \right)
\]

where \( B_i, B_j, \) and \( B \) are the basal area of species group \( i \), size class \( j \), and total basal area, respectively.

Fuzzy sets representing uncertainty

Uncertainty analysis is a necessary and important component in model simulation (Ma and Zhou 2018). Uncertainty leads to high variability in predicted values of forest C stock. Here we used fuzzy sets that involved defining membership functions that determined the level of uncertainty (Zadeh 1965). Fuzzy set approaches permit the gradual assessment of the membership of elements in a set; this is described with the aid of a membership function valued in the real unit interval [0, 1] (Zadeh 1965). A trap-
ezoidal fuzzy set was used, mathematically expressed as \( f(x; a, b, c, d) = \max(\min(x - ab - a, 1, d - xd - c), 0) \) in which \([b, c]\) represents the certainty interval for which the membership degree is 1, \([a, b]\) and \([c, d]\) are the uncertainty intervals with membership degrees ranging from 0 to 1, and \([a, d]\) is a measure of total range of uncertainty.

Following Weckenmann and Schwan (2001), given the mean value of predicted C (\(\bar{X}\)) and its relative standard deviation (\(S_r\)) from simulations, \(a, b, c,\) and \(d\) values can be calculated as follows:

\[
\begin{align*}
    b &= \frac{\bar{X}}{1 + 0.5S_r} \\
    c &= \bar{X}(1 + 0.5S_r) \\
    a &= b - \bar{X}(\frac{1}{1 + 0.5S_r} - \frac{1}{1 + 2.5S_r}) \\
    d &= c + \bar{X} \cdot 2S_r
\end{align*}
\]

Results

Summary statistics of plot and tree variables

Among the plot-level variables studied, the mean recruitment (\(R\)) and stem density (\(N\)) were highest for spruce–fir and lowest for other species categories (Supplementary Table S3). The mean interval between two inventories was 5 years. In the 12 C pools of the current measurement, soil C had the highest density (138.76 Mg·ha\(^{-1}\)) and the highest increase from the previous measurement (10.42 Mg·ha\(^{-1}\)), and belowground understory had the lowest C density (0.17 Mg·ha\(^{-1}\)) and the lowest increase from the previous measurement (0.02 Mg·ha\(^{-1}\)). In the five IPCC C pools, aboveground C had the highest value (63.31 Mg·ha\(^{-1}\)) and the highest increase (2.77 Mg·ha\(^{-1}\)), while dead-wood C had the smallest value (3.69 Mg·ha\(^{-1}\)) (Tables 1 and 2). At the individual-tree level, the white-red-jack pine species group had the largest diameter at breast height (\(D\)) and annual diameter growth (\(g\)) and the lowest mortality rate (\(m\)). Spruce–fir had the smallest diameter at breast height (\(D\)), while aspen–birch had the highest mortality rate (\(m\)) (Supplementary Table S4).

Parameters of C flux matrix models

The dependent variables, i.e., the mean annual rates of growth, mortality, recruitment, and the 12 C pools and five IPCC C pools, were estimated from tree and stand attributes using repeated measurements of 5178 permanent ground plots (Tables 3–7). The explanatory variables were selected based on statistical and biological significance. The primary control variables for the matrix models (diameter at breast height (\(D\)), stand basal area (\(B\)), stem density (\(N\)), and stand age (\(A\))) were all significant at the \(\leq 0.05\) level (Tables 3–7). Mortality rate declined significantly with stand basal area. The recruitment of a species increased strongly with the density of that species in the stand. Tree abundance was the most significant predictor of recruitment and its effect was consistent across all species groups. In most C pools, greater stand basal area and stand density may have more C density, while higher stand age may produce less C density over time.

Predictions of forest C

For the 1294 validation plots, the basal area by species and diameter class predicted by the matrix models fell within the 95% confidence interval of the observed values in all 51 species diameter classes, demonstrating accuracy of the matrix models. Therefore, predicted stand conditions were well aligned with the mean estimates (Fig. 2). In addition, the predictions for the 12 C pools and five IPCC C pools all fell within the 95% confidence interval of the estimated means (Fig. 3). Based on the root mean square error (RMSE), the matrix models with diameter class had short-term accuracy as well (Fig. 3). Compared with diameter class, the C
pools by stand age class predicted by the matrix model fell outside
the 95% confidence interval of the observed values, demonstrating
a low accuracy (Fig. 4; Supplementary Fig. S11). Based on the
significantly higher RMSE than the diameter class, the matrix
models with stand age class displayed poor short-term accuracy as
well (Fig. 4; Supplementary Fig. S11). Based on the 30-year predic-
tion, mean predicted aboveground C and soil C by diameter class
increased over time and converged to \(-89 \text{ Mg} \cdot \text{ha}^{-1}\) and \(-168 \text{ Mg} \cdot \text{ha}^{-1}\),
respectively, by 2045. In comparison, mean predicted aboveground C
and soil C by stand age class had a much higher increase over time,
converging to around \(117 \text{ Mg} \cdot \text{ha}^{-1}\) and \(196 \text{ Mg} \cdot \text{ha}^{-1}\), respectively, at
the end of 2045 (Fig. 5).
models in replacement of age-structured models for uneven forest moisture, evapotranspiration rate, and radiation (Stage and Salas which jointly affected forest C productivity, soil temperature and basal area for most C pools. Site productivity, elevation, and slope, diameter class and stand age class to predict forest C dynamics. In this study, we applied C flux matrix models by tree international and domestic greenhouse gas reporting require-
tion of aboveground C and soil C would be distinctively different in tree diameter class and stand age class (Fig. 6), indicating that predic-
tions of C stock status of most C pools in the study. In the C flux matrix models with diameter class may enable better predictions of forest population dynamics associated with forest C dynamics than stand age class. Comparing the C simula-
tion results and RMSE of C flux matrix models by tree diameter class and stand age class, we found that diameter class had a signifi-
cantly more accurate estimate of C stock status than stand age. This finding was consistent with previous research that examined diameter as a superior metric relative to stand age in terms of describing structural development for uneven-aged northern hardwood forests over time (Lorimer and Frelich 1997). We also found that mean predicted aboveground C and soil C by stand age class had a much higher increase over time than diameter class by 2045. This result indicates that the stand age predictor may over-
the basis for estimating forest land C in U.S. National Green-
house Gas Inventories and represent best approximations for each pool (U.S. Environmental Protection Agency (EPA) 2017). They enabled explicit prediction of C sequestration or emissions by species and diameter or age. In this study, we found that diameter aligns better with biometrical modelling and other stand attributes such as basal area, volume, biomass, growth rate, mortality, and regeneration (Liang and Zhou 2014; Peterson et al. 2014; Pan et al. 2014; Ma et al. 2016; Ma and Zhou 2018). In addition to higher accuracy, diameter data are also much easier to acquire from forest inventories and can represent a diversity of stand structures across a collection of diverse tree species.

In our study, we only examined the total basal area as an abso-
lute measure of stand density and indicator of competition in the individual-tree models. Moreover, the use of basal area of trees larger than a given target tree and relative density have been used in many other models as an additional predictor of competition (e.g., Wycoff 1990); however, this approach was not used in this study. Hence, the model presented here can be improved in the future through incorporation of additional competitive factors. On the other hand, empirical models such as the ones used in this study have inherent caveats. For example, they are highly sensi-
tive to the sample plots used for calibration and do not describe ecological processes associated with tree growth, regeneration, and C dynamics. Hence, these models configured for C estimation and reporting initiatives have limited ability in making ecological inferences. Extrapolating predictions made by these models to longer time periods or regions larger than the one represented by the data warrants caution; therefore, its long-term simulations were subject to uncertainty caused by extrapolating predictions.

Uncertainty analysis

To account for variability and sources of imprecision in the simulation results, fuzzy sets were constructed for tree diameter class and stand age class based on model fit. Stand age class could lead to higher estimates of aboveground C and soil C than tree diameter class. There were no overlaps between fuzzy sets of tree diameter class and stand age class (Fig. 6), indicating that predic-
tions of aboveground C and soil C would be distinctively different in tree diameter class and stand age class with high certainty.

Comparison of size-structured models with age-structured models in their capacity to estimate forest C dynamics is crucial for improving projections of current forest C baselines to meet international and domestic greenhouse gas reporting require-
ments. In this study, we applied C flux matrix models by tree diameter class and stand age class to predict forest C dynamics over a short-term period. In the C flux matrix models by diameter class, C density was found to be positively correlated with stand basal area for most C pools. Site productivity, elevation, and slope, which jointly affected forest C productivity, soil temperature and moisture, evapotranspiration rate, and radiation (Stage and Salas 2007; Liang and Zhou 2014), may have positive effects on the se-
questration status of most C pools in the study. In the C flux matrix models by stand age class, negative relations between C density and stand age were found over most of the C pools, whereas positive relationships were found between C density and stand density. This finding suggests that younger and denser stands would have higher sequestration rates than older and (or) poorly stocked stands; however, the age data, particularly for older stands, should be interpreted with caution given the meth-
odological challenges associated with accurately assessing age in older forest stands. In addition, site productivity, elevation, and slope did not significantly affect the status of most C pools.

In past studies, Usher (1966, 1969) developed size-structured models in replacement of age-structured models for uneven forest stands as the age-structured models did not provide accurate re-
sults as expected. Forest C prediction with diameter or stand age classes was made to improve the characterization of forest C dy-
namics (Liang and Zhou 2014; Ma and Zhou 2018) but with little examination of the accuracy of forest C prediction by diameter versus stand age in a quantitative calculation. Stand age, which is related to time and is a predictable attribute over time, is a useful surrogate variable for analyses of forest C dynamics (Pan et al. 2014). Previous studies focused on the estimation of C flux by stand age class (Yarie and Parton 2005; Pan et al. 2014), estimated from limited and unrepresentative forest inventory data and sub-
ject to uncertainty caused by age data. Another issue is that of uneven-aged stands that contain a variety of small, medium, and large trees (Tyrrell and Crow 1994) whereby the use of stand age will be of little use in estimating C dynamics. In comparison, the use of diameter classes can reasonably represent the diverse structures of uneven-aged stands, an approach demonstrated in this study with the diameter predictor providing a convenient framework for analyzing systematic variation in forest C across a wide range of structural stages. Through considering the combined effects of variability in tree growth, recruitment, and mortality rates, the C flux matrix models with diameter class may enable better predictions of forest population dynamics associated with forest C dynamics than stand age class. Comparing the C simula-
tion results and RMSE of C flux matrix models by tree diameter class and stand age class, we found that diameter class had a signifi-
cantly more accurate estimate of C stock status than stand age. This finding was consistent with previous research that examined diameter as a superior metric relative to stand age in terms of describing structural development for uneven-aged northern hardwood forests over time (Lorimer and Frelich 1997). We also found that mean predicted aboveground C and soil C by stand age class had a much higher increase over time than diameter class by 2045. This result indicates that the stand age predictor may over-
estimate the aboveground C and soil C over 30 years without considering natural disturbances and land-use change.

Our estimates of plot-level C used empirical C flux matrix mod-
els to estimate each C pool with inputs from repeated measures of tree- and plot-level variables. These models of C stocks by C pool are the basis for estimating forest land C in U.S. National Green-
house Gas Inventories and represent best approximations for each pool (U.S. Environmental Protection Agency (EPA) 2017). They enabled explicit prediction of C sequestration or emissions by species and diameter or age. In this study, we found that diameter aligns better with biometrical modelling and other stand attributes such as basal area, volume, biomass, growth rate, mortality, and regeneration (Liang and Zhou 2014; Peterson et al. 2014; Liang and Zhou 2014; Ma et al. 2016; Ma and Zhou 2018). In addition to higher accuracy, diameter data are also much easier to acquire from forest inventories and can represent a diversity of stand structures across a collection of diverse tree species.

In our study, we only examined the total basal area as an abso-
lute measure of stand density and indicator of competition in the individual-tree models. Moreover, the use of basal area of trees larger than a given target tree and relative density have been used in many other models as an additional predictor of competition (e.g., Wycoff 1990); however, this approach was not used in this study. Hence, the model presented here can be improved in the future through incorporation of additional competitive factors. On the other hand, empirical models such as the ones used in this study have inherent caveats. For example, they are highly sensi-
tive to the sample plots used for calibration and do not describe ecological processes associated with tree growth, regeneration, and C dynamics. Hence, these models configured for C estimation and reporting initiatives have limited ability in making ecological inferences. Extrapolating predictions made by these models to longer time periods or regions larger than the one represented by the data warrants caution; therefore, its long-term simulations were subject to uncertainty caused by extrapolating predictions.
Additionally, a challenge for fitting the transition probabilities in the matrix model can arise when empirical observations of stand conditions over time indicate that stand age or diameter class progress at a rate beyond the constraints of the matrix model (Rogers-Bennett and Rogers 2006; Liang and Picard 2013). Such a situation can arise when stands move forward or backward by more than one class.

Beyond stand dynamics, the spatial scale and regional land-use matrix present forest C simulation hurdles. The C flux matrix models were less precise as the distance of study region from the sampled area increased (Liang et al. 2011). In addition, they did not reflect land-use change (from non-forest to forest or from forest to non-forest) and major natural disturbances such as climate change, wildfires, insects, hurricanes, and widespread diseases. We used fuzzy sets to examine the possible ranges in predictions of aboveground C and soil C as an index of uncertainty, while explicitly examining individual sources of uncertainty was not considered in the study. As such, caution should be extended to applying this study's models in the context of individual drivers of C flux.

A primary motivation for developing the C flux matrix model in this study was to generate a useful baseline tool for the estimation of future C dynamics with the most up-to-date estimates (i.e., incorporation of recent annual inventory data) across the entire reporting period from 1990 to the present in future research. The effects of land-use change and natural disturbances could be addressed by incorporating the present model with a transition matrix of land-use change and stochastic elements of disturbances (Zhou and Buongiorno 2006; Woodall et al. 2015; Wear and Coulston 2015). The C flux matrix models would align with the land-use change matrix (tracking stocks of C across discrete classes over time) and more accurately characterize the effects of land-use change on forest C stock with diameter class. Land-use change involves transfers between forests and other land uses (e.g., urban, farm, and industrial establishments). Estimates of area transitioning from a non-forest use to a forest use can be used as an increase matrix in the forest C flux matrix while transition from forest to non-forest use can be adopted as a loss matrix from the forest C flux matrix. Therefore, the developed C flux matrix models could be viewed as the first step toward more robust fu-
ture evaluations of the C dynamics associated with land-use change. More importantly, the matrix growth model also could be useful for providing spatially and temporally explicit forest C dynamics at large scales by incorporating predictions of vegetation indices from Landsat data to pixels (i.e., population units) with a geospatial matrix over long-term periods (Liang and Zhou 2014).

Applying the matrix models to study forest C dynamics outside the sample area is admittedly a difficult task, as model extrapolation often causes greater uncertainty. The question is whether the model would have the same accuracy with a set of plots that have the same range of values for the predictors considered in the model but different values for other environmental variables not considered as predictors in the model. Nonrandom cross-validation may be useful in this context (see, e.g., Wenger and Olden 2012). To this end, the accuracy and precision of current forest C dynamics could be further improved by including additional variables such as predictions of vegetation indices from remotely sensed data that are temporally consistent and spatially continuous facilitating estimation over large or small spatial scales.

Conclusion

The simulation of forest C dynamics over relatively short time frames (e.g., 5–30 years) is necessary to meet both international reporting requirements (e.g., UNFCCC) and atmospheric CO2 mitigation targets (e.g., Paris COP; Morgan 2016). Despite this, tremendous uncertainty exists for all nations in their efforts to track forest land C trends across time, diverse forest C pools, large spatial extents, and varying land uses and disturbance dynamics. Although we found that C flux matrix models based on tree diameter classes were far superior to those based on stand age classes in terms of predicting forest C dynamics over short-term periods, large knowledge gaps and research opportunities remain. The effect of forest C model selection on resulting forest C baseline projections and policy implications is evident given that we found that mean predicted aboveground C and soil C by stand age class were much higher than when using diameter class by 2045. As our study found that tree diameter was a much better predictor of forest C changes than stand age over our study’s time period, the opportunity exists to more deeply explore improvements of forest C baseline monitoring procedures (e.g., incorporation of spatially and temporally explicit and (or) reduced-latency data) to the betterment of regional, national, and international estimation and reporting initiatives.
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