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Assessment of pre-harvest stand conditions after unplanned tree removals often requires reconstruction of the
stand based on stump information. Prediction of diameter at breast height (d.b.h.) from stump measurements
is a common practice because d.b.h. is usually a necessary precursor for estimating diameter distributions and
predicting tree volume. Although not a widespread exercise, tree volumes are sometimes predicted directly
from stump dimensions. Regardless of the approach taken, statistical models are invariably used in some man-
ner and the model predictions are erroneously assumed to be without error. In this study, several methods for
tree volume prediction arising from stump information were evaluated for the contribution of model-related
uncertainty to the error in population estimates of total volume. When the entire population was enumerated,
the model-related uncertainty was 1-2 per cent of the estimate depending on the volume estimation method.
Sampling approaches based on individual stumps and 0.042 ha plots were evaluated, where the total uncer-
tainty due to both model and sampling error was considerably larger when using the plot-based method.
Generally, the smallest amount of error was present when predicting d.b.h. and then estimating tree volume
from d.b.h. The uncertainty was largest for estimation of tree volume directly from stump dimensions when
sampling proportions were ~0.35 or smaller; otherwise, the largest uncertainty resulted from prediction of

d.b.h. and merchantable height which were both used as predictor variables in the volume model.

Introduction

From a global perspective, a non-trivial proportion of the wood
supply originates from unauthorized timber harvest. While the
offence is most prominent in tropical forests, it occurs to
some extent ubiquitously (World Bank, 2006). There are
numerous economic, environmental and social consequences
that result from this practice (Brack, 2005); however, from a
landowner economic perspective, considerable wood volume
(and value) may have been removed from the site. Regardless
of whether the owner is a public or private entity, an economic
loss was incurred. Unfortunately, it is often the case that the
loss is difficult to quantify and/or the ability to obtain restitu-
tion is limited (Mortimer et al., 2005). A difficulty often encou-
ntered in quantifying the loss is appropriately defining the
population to be sampled. Assuming this potential difficulty
has been overcome and recouping the financial loss seems
likely, it is usually necessary to reconstruct the pre-harvest
stand to estimate the timber value (Chhetri and Fowler, 1996;
Wiant and Brooks, 2007).

Stand reconstruction efforts often involve determination of tree
attributes from the remaining stumps in order to satisfy one or
more information needs (Ozcelik et al., 2010). The most common

practice is to use statistical models to predict diameter at breast
height (d.b.h.) from stump dimensions (Westfall, 2010; Pond and
Froese, 2014). The d.b.h. predictions can then be used to create
diameter distributions and serve as predictors in models that pre-
dict other tree attributes such as height and volume (Muukkonen,
2007; Temesgen et al.,, 2007). Alternatively, direct prediction of
tree volume from stump information can be undertaken; although
implementation of this approach is hindered by the limited species
and geographic scope of published models (Bylin, 1982; Parresol,
1998; Corral-Rivas et al.,, 2007; Ozcelik et al., 2010; Aigbe et dl,
2012). Regardless of the methods used, the resultant tree volume
predictions are usually incorrectly treated as observations without
error. In cases where the stumps are completely enumerated, the
estimated total volume would presumably be viewed as a known
quantity without uncertainty; whereas if a sample of stumps is
obtained, the uncertainty in the estimated stand total would only
include sampling variability (Gregoire and Valentine, 2008). Thus,
the amount of uncertainty in the stand-level volume is either
unknown (improperly considered to be zero) or underestimated.
To credibly evaluate the amount of uncertainty in the estimated
population volume (and the subsequent valuation) obtained using
stump information, the variability due to the underlying statistical
models needs to be accounted for. In this context, model-related
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uncertainty specifically refers to uncertainty in the parameter esti-
mates and the residual variance (McRoberts et al., 2016). In this
study, the contributions to stand volume uncertainty from various
statistical models used to estimate tree volume from stump
dimensions were assessed. The objectives were to: (1) compare
model-related uncertainty amongst various models used in the
prediction of tree volume and (2) evaluate the relative contribu-
tions of sampling error and model-related uncertainty for esti-
mates of stand volume and associated economic value over a
range of sample intensities.

Methods

Data

Two independent data sources were used in this study. The first dataset
resulted from a region-wide tree taper study in the Northeastern U.S.
(Westfall and Scott, 2010); a subset of which was used to model the
relationship between d.b.h. and stump dimensions in Westfall (2010;
Table 1). These data are hereafter referred to as the NE data and are
used to fit various statistical models that facilitate stand reconstruction
and individual-tree volume prediction. The second dataset was com-
prised of tree taper measurements taken on the Allegheny, Green
Mountain and White Mountain National Forests in the Northeastern U.S.
(hereafter NFS data). In the NFS data, usually a single measure of height
and diameter below d.b.h. was taken near 0.3 m in height and these
observations were considered to be stump measurements of a har-
vested stand. Given the emphasis in this study on merchantable tree
volume, trees having d.b.h. of 25 cm inches and larger were retained for
analysis. For consistency, the same species groupings used in the NE
data were applied to the NFS data. The resultant NFS data included 898
trees across 15 species groups (Table 1).

Analysis

Three likely approaches to reconstructing the total volume in the NFS
data were considered:

(1) Stump dimensions were used to predict tree d.b.h., tree volume
was predicted from d.b.h.

(2) Stump dimensions were used to predict tree d.b.h., merchantable
height was predicted from d.b.h., tree volume was predicted using
d.b.h. and merchantable height.

(3) Tree volume was predicted directly from stump dimensions (diam-
eter and height).

As is common in stand reconstruction exercises, multiple statistical
models were used and regression analyses were conducted independ-
ently for each species group (Corral-Rivas et al., 2007). The NE data were
used to fit all the models listed below using maximum likelihood meth-
ods (SAS, 2009). When modelling tree size/volume attributes, heterosce-
dasticity is often encountered in the residual variance. Thus, estimating
the magnitude of the residual variance was also addressed in the model
fitting process. The model describing the relationship between d.b.h. and
stump dimensions was (Westfall, 2010):

db.h.=d x (1.37/h)#1 + p,(1.37 — h) + ¢, 1)

e~N(0, Byd™), )

where: d.b.h. = diameter at breast height of 1.37 m (cm),
d = stump diameter (cm),
h = stump height (m),
B, — B, = estimated parameters,
& =random error.

To estimate merchantable height at a 10.2 cm top limit, a Chapman-
Richards (Richards, 1959) formulation was used:

HTm = 61(1 — exp(9, d.b.h.))?3 + ¢, 3)

e ~N(0, HT%), (%)

where: HT,, = merchantable height (m),
61 — 0, = estimated parameters,
e = random error.

Table 1 Summary of stump diameter and d.b.h. for 898 trees in the NFS data by species group

Group # trees Stump diameter (cm) d.b.h. (cm)
Min. Mean Max. Std. dev. Min. Mean Max. Std. dev.

1 52 29.0 45.4 78.2 10.9 25.4 39.4 64.5 9.1
2 42 28.7 45.9 70.9 12.2 25.7 36.3 51.8 7.6
3 9 28.2 36.9 46.0 5.9 259 31.2 389 4.3
4 44 27.7 46.4 86.9 14.3 25.4 39.0 76.2 10.7
7 97 26.2 423 67.3 9.7 25.4 36.2 55.6 7.3
8 29 29.5 62.3 93.7 16.8 26.7 53.1 76.7 13.4
9 78 29.7 48.0 84.6 135 26.2 39.7 67.3 9.3
10 60 29.2 57.0 91.4 14.4 25.7 51.0 81.0 12.8
11 144 29.0 44.5 75.4 10.6 25.4 356 53.6 7.2
12 65 26.4 40.2 63.2 9.0 25.4 352 523 7.4
13 24 325 53.0 86.4 13.2 27.7 43.1 67.1 9.8
14 99 29.2 51.8 118.9 16.3 25.4 41.1 81.0 10.9
15 20 29.0 42.8 61.7 10.2 26.4 36.7 51.8 7.8
17 48 27.9 49.1 76.7 10.1 26.7 39.5 62.0 8.2
18 87 29.2 47.9 92.5 12.7 26.2 41.5 81.5 10.7
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The model used to predict merchantable tree volume using d.b.h. as
the only predictor variable was:

Vg=361+ 6 db.h?+ g, )
£ ~N(0, d.b.hs3y, 6)

where: Vg4 = tree volume (m?) based on d.b.h.,
81 — 63 = estimated parameters,
& = random error.

The model used to predict merchantable tree volume using d.b.h.
and merchantable height as predictor variables was:

Vgh = 4 + A (d.b.h2HT)B + ¢, @)

e ~N(O, d.b.h.AHTm), 8)

where: Vg4, = tree volume (m®) based on d.b.h. and merchantable
height,

A1 — A, = estimated parameters,

& = random error.

The model used to predict merchantable tree volume using stump
information as predictor variables was:

Vip = pdr2hrs + ¢, (©)

e~N(0, y,d), (10
where: Vy; = tree volume (m?) based on stump dimensions,

71 — vs = estimated parameters,

& = random error.

Goodness-of-fit statistics for the models presented above were
assessed via the root mean squared error (RMSE) and the concordance
correlation (rg; Vonesh et al., 1996). Due to the various attributes being
predicted, the formulations are given generically:

— 0\
RMSE = /Z(yn .

2

R e ey Lt LA 12)
Y- +2X0 -0y -y)+ny -y

where ¥ is the model prediction, y is the mean model prediction, y is

the observed value, y is the mean observed value and n is the number

of observations. The r. statistic spans the interval between -1 and +1,

with r. = 1 indicating a perfect fit to the data.

To evaluate the uncertainty associated with each model, both the vari-
ability due to the estimated parameters and the residual variance needed
to be accounted for (McRoberts and Westfall, 2014). The methods were
identical for all the models presented; the volume models (5) and (6) will
be used to describe the process. To account for both the uncertainty in
the parameter estimates as well as the covariance among parameter esti-
mates, 5000 simulation replications were performed where a bootstrap
sample (Efron and Gong, 1983) was drawn and the model fitted to sam-
ple data. Thus, 5000 potential sets of parameter estimates were produced
(Figure 1). To create a predicted volume for each tree, one of the 5000
parameter sets was randomly chosen. The uncertainty due to the residual
variance was then incorporated by selecting a random value (z) from a N
(0,1) distribution, multiplying by the square root of the residual variance,
and adding this value to the onglnol prediction. Thus, the predicted tree
volume is obtained from Vs = 8; + &, d.b.n.2 + zyd.b.h.%

The model-related uncertainty applied to the NFS dota was assessed
via a Monte Carlo simulation. For each of 5000 iterations, d.b.h. is pre-
dicted for each tree using (1) and (2). Using this predicted d.b.h., the
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Figure 1 Range and covariance of estimated parameters from model
(5) over 5000 bootstrap samples.

merchantable height is calculated from (3) and (4). The three tree vol-
ume estimates, Vg4, Van and Vg, are then calculated using the appropri-
ate predictor variables for each model. Analysis of the simulation results
was performed by evaluating the total estimated volumes and the vari-
ation among the totals over the 5000 iterations:

898

VrT<.) = E Vi), (13)
i=1
5000 | T
il Z V (o)
Viey = —’5500’ : (14)
2
o (V,T(,) V(L)
SE(VL ) = _— 15
Vo) J 5000 D) (15)

where Vi, is the estimated volume for tree i where (+) indicates the
model for Vg, Vygn or Vg, VI, F() 15 the estimated total volume for replication

r(r=1,...,5000), V,, is the average total volume overall replications
ond SE(V(, ) is the standard error of the average total volume overall
replications. The specification of (15) is the usual estimator for the
standard deviation of the sample mean, however, in this simulation con-
text it refers to the distribution of the population estimates and thus is
equivalent to the standard error of the estimate.

In the above estimation, the 898 trees in the NFS data are con-
sidered to be the population and the population is completely enumer-
ated. However, from a practical perspective, it may not be feasible to
measure the entire population and a sample may be taken instead. If a
sample is taken, there would also exist additional uncertainty due to
sampling variability. To assess the implications of taking a sample, sam-
pling proportions over the range of 0.05, 0.10, ..., 0.50 were evaluated
using 5000 simulation replications. As the total volume in the population
is still the attribute of interest, Equation (13) is rewritten more generally
as

Vi = (16)

N &
- Z \/f(o)y
nia

where n = sample size and N = number of population elements. The
uncertainty is still assessed as described by (15); however, the V/,, will
also include variation due to different samples being chosen at each
replication. The finite population correction (Kéhl et al., 2006) is implicit
in the selection of samples among the simulation replications.

Two potential sampling paradigms were evaluated: (1) sampling of
individual stumps and (2) plot-based sampling where all stumps within
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each plot were measured. A key difference between these alternatives is
that individual stumps would be the primary sampling unit (PSU) under
design #1; whereas the plot would represent the PSU under design #2.
To implement design #1, 5000 simulation replications were conducted
where stumps were randomly selected to attain sample sizes appropri-
ate for the sampling proportion and the statistics were calculated as
shown above (16), (14) and (15), in respective order.

Implementation of design #2 was more complex as an area compo-
nent was needed. The NFS data had no specified area to expand the
plot-level mean to a population total. Given the desirability for consist-
ency in estimated totals between the sampling options, the area used in
the analysis was approximated at 4.6 ha. Using a selected plot size of
0.042 ha, the total number of plots in the population was set at N =
110. To conduct the sampling simulation, each tree was randomly
assigned to one of the 110 plots. For a given sampling proportion, the
appropriate number (n) of plots was randomly selected at each iteration
and tree volumes were summed to the plot level. The mean over all
sampled plots was then calculated and expanded to the population
total for each iteration. These steps were repeated 5000 times and the
overall statistics calculated accordingly.

To provide a coarse approximation of the uncertainty in terms of
value, tree cubic metre volume was converted to board-foot volume
(International %” Rule) using data collected in the state of Pennsylvania
from 2010 to 2015 by the Forest Inventory and Analysis programme of
the U.S. Forest Service (U.S. Forest Service, 2013). These data suggested a
158.9:1 ratio of board feet to cubic metres for both softwood and hard-
wood species (Miles, 2016). Note that the cubic volume measure is based
on a merchantable top diameter of 10.2 cm, whereas the board-foot vol-
ume only occurs in the sawlog portion of the bole (to a 17.8cm top
diameter (softwoods) or 22.9cm diameter (hardwoods); Woudenberg
et al.,, 2010). This conversion facilitated the use of current pricing guides
to develop an estimated valuation of the reconstructed stand. Based on
recent stumpage prices in Pennsylvania (Timber Market Report, 2016),
the approximate average value of 1000 board feet (MBF) was about US
$100 for softwoods; US$250 per MBF for hardwoods. These prices were
used to assign a stumpage value to each tree. The analytical procedure

mimicked that described above (13)-(16) for estimates of volume. For
notational purposes, the average tthol value opTd the standard error of
average total value are signified as S,, and SE(S,,), respectively. Ninety-
five per cent confidence intervals were constructed for the valuation via
al =T

S(.) +2 X SE(S(.))~

Results

Model fit as assessed by the r statistic indicated values greater
than 0.93 for prediction of d.b.h. from stump diameter (1) and
all three tree volume models (5), (7) and (9); with the exception
of species/groups 3 and 6 for volume prediction from stump
information (9) where the r. values were near 0.8 (Table 2).
Models for prediction of merchantable height (3) exhibited poorer
fits to the data with rc ranging in value from 0.79 to 0.94. Based
on the determinations of McBride (2005), r. < 0.90 is indicative
of poor agreement between the observations and predictions,
whereas 0.90 < r. < 0.95 is considered moderate agreement
and 0.95 < rc is judged to be substantial agreement. Thus, most
of the results for models (1), (5), (7) and (9) suggest moderate
to substantial agreement between observed and predicted
values; however, the agreement was generally less for mer-
chantable height models.

The RMSE statistics indicated average prediction errors were
generally in the range of 1.5-2.5cm for the d.b.h. prediction
model (1) (Table 2). Due to varying stand conditions and their
effects on tree taper, prediction of merchantable height (3) using
d.b.h. as the sole predictor variable results in an average RMSE of
2.6 m across all 18 groups (range 1.5-3.3 m). These results are
consistent with previously published studies in the region
(Wharton, 1984; Peng et al.,, 2001; Westfall, 2010). Prediction of
tree volume using d.b.h. only (5) resulted in RMSE of approxi-
mately 0.1-0.2m? however, the addition of merchantable

Table 2 Concordance correlation (r.) and RMSE by regression model and species group

Group # trees Model (1) Model (3) Model (5) Model (7) Model (9)
re RMSE (cm) re RMSE (m) re RMSE (m?) re RMSE (m?) re RMSE (m?)

1 123 >0.995 1.50 0.84 2.98 0.99 0.19 >0.999 0.025 0.98 0.23
2 123 0.99 1.79 0.92 1.96 0.98 0.08 >0.999 0.005 0.95 0.15
3 127 0.98 1.98 0.84 2.35 0.97 0.09 >0.999 0.005 0.82 0.24
A 127 0.99 2.33 0.87 2.71 0.98 0.23 >0.999 0.017 0.95 0.35
5 136 0.99 1.34 0.82 2.70 0.96 0.11 >0.999 0.007 0.97 0.11
6 112 0.98 3.14 0.94 1.45 0.99 0.07 >0.999 0.008 0.77 0.43
7 127 0.99 2.15 0.79 2.89 0.98 0.21 >0.999 0.019 0.97 0.23
8 114 0.99 1.75 0.91 3.05 0.99 0.21 >0.999 0.013 0.97 0.29
9 51 0.99 2.10 0.92 2.33 0.99 0.18 >0.999 0.016 0.95 0.43
10 102 0.99 1.82 0.84 2.78 0.98 0.16 >0.999 0.016 0.97 0.22
11 125 0.99 1.92 0.90 1.83 0.99 0.10 >0.999 0.012 0.94 0.23
12 131 0.99 2.36 0.85 3.05 0.98 0.25 >0.999 0.012 0.97 0.31
13 98 0.99 1.85 0.86 3.34 0.98 0.24 >0.999 0.053 0.98 0.26
14 153 0.99 2.44 0.93 2.28 0.99 0.18 >0.999 0.014 0.97 0.35
15 116 0.97 4.29 0.84 3.07 0.99 0.23 >0.999 0.020 0.94 0.50
16 131 0.99 1.52 0.94 2.09 0.99 0.10 >0.999 0.014 0.93 0.38
17 126 0.99 2.38 0.90 2.44 0.99 0.18 >0.999 0.009 0.97 0.31
18 106 0.99 2.58 0.86 2.77 0.98 0.20 >0.999 0.007 0.95 033
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height as a predictor variable (7) substantially reduced RMSE to
less than 0.02m? for most species groups. The RMSE spanned
approximately 0.1-0.5m? (average 0.3 m?) for tree volume pre-
dictions obtained directly from stump information (9). These
values are slightly larger than those reported by Corral-Rivas
et al. (2007), whose RMSE was generally in the range of 0.1-0.2
for species-specific models.

Generally, the simulations showed the estimated total vol-
ume was close to 1100m? with an associated value of
approximately US$40 000, depending on which volume meth-
od was used (Table 3). For the population of 898 stumps, the
most precise estimates of volume/value were obtained from
volume method #1 (stump dimensions were used to predict
tree d.b.h,, tree volume was predicted from d.b.h.). The next
most reliable method was #3 (tree volume was predicted dir-
ectly from stump dimensions). Method #2 (stump dimensions
were used to predict tree d.b.h., merchantable height was pre-
dicted from d.b.h., tree volume was predicted using d.b.h. and
merchantable height) incurred the most model-related uncer-
tainty of the three methods tested. The empirical model-
related uncertainty is assessed in the complete enumeration
setting, where the results indicate the standard deviation is
~1.0, 1.9 and 1.2 per cent of the estimated value for Vg, Vgn
and Vg, and their associated valuations, respectively. For Vg,
model (1) contributed 0.68 per cent of the uncertainty; with
model (5) providing the remaining 0.32 per cent. Model-related
uncertainty for Vg was 0.59 per cent for model (1), 1.23 per
cent for model (3) and 0.08 per cent for model (7). As only
model (9) was used for Vg, the entire 1.2 per cent is credited
to that source.

When a sampling approach is necessary, additional uncer-
tainty is incurred due to sampling error. As the sampling propor-
tion (and associated sample size) decrease, the sampling error
increases. For sampling design #1 (stumps), a 0.50 sampling pro-
portion resulted in uncertainty increases to 2.8, 3.3 and 3.1 per
cent of the estimate for Vg, V4n and Vg, respectively. In compari-
son, uncertainty in Vg, Vgn and Vg increases to 4.3, 4.7 and
4.6 per cent when using a plot-based approach (sample design
#2) for the same 0.50 sampling proportion. This pattern was evi-
dent throughout the results, suggesting that the variability
among stumps was smaller than the variability among plots.

For both sampling methods, the relative differences in uncer-
tainty among Vy, Vg and Vi decrease with reduced sampling
proportions. However, the magnitude of uncertainty increases
substantially with smaller samples, where confidence interval
half-widths exceed 20 per cent of the estimate for the smaller
sampling intensities (Table 3). As expected, the total variability
increased in a nonlinear fashion as sampling proportions dec-
reased (Figure 2). A related phenomenon is that the relative con-
tribution of the model-related uncertainty decreases as sampling
error increases. The model contribution is ~10 per cent for Vy
and Vs and nearly 16 per cent for Vg, at a 0.05 sampling propor-
tion (Figure 3). At 0.50 sampling proportion, the influence of
model-related uncertainty is considerably larger with Vg4 and Vg
contributing ~40 per cent and Vg, providing nearly 60 per cent of
the total uncertainty. Due to the plot-based approach (design
#2) having larger sampling errors, the relative contributions of
the model-related uncertainty to total error were slightly smaller
than for design #1.

Discussion

Although the volume prediction model (7) for Vg, had the lar-
gest r. and smallest RMSE of the three volume models studied,
there seems to be no advantage of using Vgn over Vy. This is
largely due to the substantial uncertainty the merchantable
height prediction model (3) brings to the volume estimation pro-
cess. Furthermore, variations in height tend to have minor
effects on the predicted volume as these height differences
occur in the upper stem where the amount of volume is rela-
tively small. Similarly, although an extra model is involved, V4
provides more precise estimates of volume than V.. It follows
that the combined variability due to models (1) and (5) to esti-
mate V4 must be less than the variability due to model (9) for
Vgt This outcome underscores the importance of having well-
fitting models at all stages of the volume prediction process.

The ranking of the Vg4, and Vg methods depends on the
sampling intensity. At sampling intensities of ~0.35 and larger,
V¢t provides less uncertainty than Vg, and the advantage of Vg
increases with increase in sampling effort; albeit, the Vg4, meth-
od is more precise for volume estimates when sampling inten-
sities are less than 0.35 and the advantage of Vg, improves
with decreasing sampling proportions. Presumably due to the
influence of the HT,, variable in (7), Vg, is the most precise of
the three volume estimation methods when only sampling
error is considered. Thus, for sampling proportions near 0.35
and smaller, the smaller sampling error/larger model-related
uncertainty of V4, overcomes the larger sampling error/smaller
model-related uncertainty of Vg to the extent that the overall
uncertainty is less for Vgn. The implication of this outcome is
that contributions from both the sampling and model-related
uncertainty should be assessed at the planned level of sam-
pling intensity to determine the relative performances of the
three volume methods.

As the stand valuation was directly obtained from stand vol-
ume, the same relative magnitudes of uncertainty were found
and the same factors influence the valuation results. When the
entire population is measured, the model(s) variability creates lit-
tle additional uncertainty in the valuation (Table 3). However,
depending on the stand value and use of the uncertainty infor-
mation, the valuation differences could have considerable prac-
tical significance. A possible assertion may be the value basis
should be the upper 95 per cent confidence bound instead of
the mean; a contrary appeal might suggest the lower confidence
bound as the basis. Using an average difference of US$1500
between these two valuations, the valuation could vary by up to
~4 per cent. Considerably larger variations in valuation would
be found where sampling proportions are small and sampling
variance is large. In stands having high-value due to large area
and/or desirable species, these differences could translate into
substantial amounts of money. To avoid such potential negative
impacts, methods that minimize stand valuation uncertainty
should be sought.

Several factors influenced the results obtained in this study: (1)
sample sizes of the model fitting data - larger samples will result
in more precise parameter estimates, (2) model specification and
fit - as model goodness-of-fit increases, smaller residual variance
is obtained, (3) when using species/group-specific models - the
overall uncertainty due to the models depends on the relative
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Table 3 Estimates and uncertainty in total volume (m®) and economic value (US$) for three types of volumes estimates (Vq, Vgn and Vs) and two sampling designs across various

sampling proportions

PSU  Sampling Vg SE(Vg) S L95Gk) U95GE) Vim  SEWan)  Gln)  L95G@) UG Ve SEWE) Gl 195G U95Gy)
proportion

Stump  0.05 1121 126 40801 30612 50990 1069 127 38928 28843 49013 1093 139 39773 28825 50720
0.10 1120 86 40760 33814 47706 1068 89 38940 31876 46003 1093 97 39746 32084 47 409
0.15 1121 69 40696 35227 46166 1069 72 38904 33267 44 540 1092 77 39714 33658 45770
0.20 1120 58 40796 36064 45527 1069 61 38928 34109 43746 1092 64 39677 34589 44765
0.25 1122 51 40737 36631 44 842 1068 54 38912 34571 43253 1092 56 39740 35299 44180
0.30 1121 46 40740 37188 44293 1069 48 38920 35024 42 816 1093 50 39746 35733 43758
0.35 1121 41 40736 37464 44008 1070 45 38929 35431 42 426 1092 45 39769 36171 43366
0.40 1121 37 40769 37835 43703 1069 41 38920 35654 42187 1092 41 39753 36503 43003
0.45 1120 33 40734 38066 43 403 1070 38 38910 35913 41907 1092 37 39732 36791 42672
0.50 1121 31 40749 38268 43230 1069 35 38921 36163 41678 1092 34 39765 37069 42 461

Plot 0.05 1125 210 40935 25486 56 384 1069 212 38911 23452 54370 1093 217 39758 23727 55789
0.10 1121 148 40786 29991 51581 1069 146 38938 28281 49 595 1089 148 39638 28703 50574
0.15 1119 114 40680 32331 49030 1069 114 38951 30579 47322 1091 118 39709 30995 48 423
0.20 1123 98 40830 33626 48034 1070 95 38933 31914 45952 1092 101 39754 32329 47180
0.25 1120 85 40706 34423 46989 1068 85 38861 32590 45131 1092 86 39745 33433 46 056
0.30 1120 74 40715 35270 46161 1068 74 38857 33393 44321 1091 76 39729 34092 45365
0.35 1121 66 40771 35947 45595 1069 66 38903 34018 43789 1093 68 39805 34772 44 838
0.40 1121 59 40759 36424 45095 1069 60 38922 34493 43351 1092 61 39734 35284 44184
0.45 1121 53 40767 36867 44 667 1067 55 38854 34782 42927 1090 55 39692 35646 43737
0.50 1120 49 40735 37149 44321 1069 50 38910 35244 42577 1092 50 39749 36060 43 437
1.00 1121 11 40757 39900 41615 1069 21 38922 37345 40500 1092 13 39748 38745 40752

L95 and U95 denote lower and upper 95 per cent confidence limits.
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Figure 2 Total uncertainty when sampling stumps at various sampling
intensities for three methods of volume estimation (Vg, Vgn and V).
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Figure 3 Model-related uncertainty percent of total variability in relation
to sampling proportion for 3 methods of volume estimation (Vg, Van
and V) when sampling stumps.

frequencies of species occurrence and the differences in model
performance among species and (4) tree size distribution -
model-related uncertainty usually increases as tree size increases.
In regard to factors #1 and #2, McRoberts and Westfall (2014)
found that when the proportion of variance explained by the vol-
ume models was at least 0.95 and the sample sizes were
~100 trees, the result was a negligible contribution of volume
model-related uncertainty to overall error of population volume
estimates. A similar conclusion would be drawn in this study, i.e.
the model-related uncertainty would be inconsequential for very
small sampling proportions (Figure 3). However, it is important to
note that the results are highly dependent on the model formula-
tions and resultant fits to the data. Other model formulations
may perform better or worse than those used in this study.
Similarly, the NE data used to fit the models were from a regional
study and the variability reflects that spatial scale. Data collected
at a different spatial scale (e.g. more locally) may produce differ-
ent contributions of model error. Regardless of the contribution
from the models, as sampling error decreases, the model-related
uncertainty becomes increasingly influential in the overall

variability. Small sampling errors may result from large sampling
proportions, large sample sizes or estimation procedures that
incorporate auxiliary information, e.g. stratified or model-assisted
regression estimators (McRoberts and Westfall, 2016; McRoberts
et al., 2016). When the sampling error is small, foresters should
consider both the parameter uncertainty and the goodness-of-fit
for the model(s) being used when devising procedures to estimate
the volume/value of reconstructed stands.

Factors #3 and #4 were not evaluated in this study, but the
results suggest that increases in species abundance for species/
groups having models of relatively poor fit/large RMSE would
increase the uncertainty. For example, in the context of Vg (9),
increased proportions of species associated with groups 6, 9 and
15 (RMSE > 0.40; Table 2) would increase the overall uncertainty;
whereas less overall uncertainty would be realized with increased
proportions of species from groups 2 and 5 (RMSE < 0.15).
Similarly, stands being comprised primarily of large trees would
be subject to more uncertainty than stands with mostly small
trees or a mixture of tree sizes.

In practice, a more rigorous assessment should be performed
to accurately estimate stand value. Of considerable importance
would be to apply species-level values, particularly when a stand
is predominantly comprised of low-value or high-value species or
special circumstances exist where, e.g. the large trees are of a
desirable species and smaller trees are of lesser-valued species.
Also, the cubic-foot to board-foot conversion would be more reli-
able if tree d.b.h. were taken into account. Such differentiation
would make the valuation results more sensitive to species-
mixes and tree size distributions. More accurate valuations may
also be realized by matching the pricing units with the units of
volume prediction, thus avoiding the use of approximate conver-
sion factors such as cubic metres to board feet. Of course, the
valuation undertaken here only includes the value of trees, not
other potential losses such as aesthetic beauty, wildlife habitat
or other environmental amenities.

This study did not evaluate uncertainty due to measure-
ment variation. The measurement repeatability of some vari-
ables used in model construction (d.b.h., merchantable height)
and the associated effects on tree volume estimates have
been evaluated in other studies (Berger et al., 2014; McRoberts
and Westfall, 2016). While measurement of stump height and
diameter is technically fairly straightforward, there likely exists
greater measurement variability than might initially be
expected. Also, development and subsequent application of
models such as those that predict d.b.h. or volume from stump
measurements often depend on accurate species identifica-
tion; which is usually more difficult to assess for stumps in
comparison to standing trees. However, no analysis of stump
measurement repeatability is known at this time and may be
an area for further study.

Conclusion

Stand reconstruction is necessary in all cases where pre-harvest
tree size information was not obtained but the previous stand
conditions need to be re-established. Whenever a stand is
reconstructed using statistical models, an assessment of uncer-
tainty in the predictions should be undertaken. In this study,
regression analyses were conducted to obtain the parameter
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uncertainty and residual variability for the requisite models.
Foresters using existing models should seek such information
from the published papers to perform the uncertainty analyses.
Although the results shown in this study indicated a relatively
small contribution from model-related uncertainty, this out-
come should not be assumed in all cases; particularly when
using models based on small sample sizes and/or having poor
fit to the data. When the number of stumps is too large to per-
form a complete enumeration, other important considerations
are the sample design and the sampling proportion. Although
the uncertainty due to the models can be small, the total uncer-
tainty can be large due to the sampling variance.

The results of this study indicated that uncertainty due to
models was the smallest when first estimating d.b.h. from the
stump dimensions and then predicting tree volume from d.b.h.
only. This is fortunate as the availability of models to predict d.b.h.
from stump size is much greater than those developed to predict
tree volume directly from stump measurements. Similarly, applic-
able tree volume models that use d.b.h. as the predictor variable
are often easily procured. Thus, this method is recommended due
to both error minimization and practicality of implementation.
As the need to estimate losses from unauthorized timber harvest
is nearly universal, the statistical framework described in this
paper should have worldwide applicability to reconstructed
stands. Conducting these types of analyses will provide an em-
pirical basis to rigorously assess the reliability of the estimated
pre-harvest volume.

Acknowledgements

The authors are grateful to the associate editor and two anonymous
reviewers for suggestions that considerably improved the manuscript.

Conflict of interest statement
None declared.

References

Aigbe, H.I, Modugu, W.W. and Oyebade, B.A. 2012 Modeling volume
from stump diameter of Terminalia ivorensis (A. Chev) in Sokponba
Forest Reserve, Edo State, Nigeria. ARPN J. Agri. Biol. Sci. 7, 146-151.

Berger, A., Gschwantner, T., McRoberts, R.E. and Klemens, S. 2014 Effects
of measurement errors on individual tree stem volume estimates for the
Austrian national forest inventory. For. Sci. 60, 14-24.

Brack, D. 2005 Controlling illegal logging and the trade in illegally har-
vested timber: the EU’s forest law enforcement, governance and trade
initiative. Rev. Euro. Comm. Inter. Env. Law 14, 28-38.

Bylin, C.V. 1982 Volume prediction from stump diameter and stump
height of selected species in Louisiana. USDA For. Serv. Res. Pap. SO-
182. 11 pp.

Chhetri, D.B.K. and Fowler, G.W. 1996 Estimating diameter at breast
height and basal diameter of trees from stump measurements in
Nepal’s lower temperate broad-leaved forests. For. Ecol. Manage. 81,
75-84.

Corral-Rivas, J.J., Barrio-Anta, M., Aguirre-Calderon, O.A. and Dieguez-
Aranda, U. 2007 Use of stump diameter to estimate diameter at breast

height and tree volume for major pine species in El Salto Durango
(Mexico). Forestry 80, 29-40.

Efron, B. and Gong, G. 1983 A leisurely look at the bootstrap, the jack-
knife, and cross-validation. Amer. Stat. 37, 36-48.

Gregoire, T.G. and Valentine, H.T. 2008 Sampling Strategies for Natural
Resources and the Environment. Chapman and Hall, 474pp.

Kohl, M., Magnussen, S.S. and Marchetti, M. 2006 Sampling Methods,
Remote Sensing and GIS Multiresource Forest Inventory. Springer-Verlag,
373 pp.

McBride, G.B. 2005. A Proposal for Strength-of-agreement Criteria for Lin’s
Concordance Correlation Coefficient. https://www.medcalc.org/download/
pdf/McBride2005.pdf (accessed on July, 2016).

McRoberts, R.E. and Westfall, J.A. 2014 Effects of uncertainty in model
predictions of individual tree volume on large area volume estimates.
For. Sci. 60, 34-42.

McRoberts, R.E. and Westfall, J.A. 2016 Propagating uncertainty through
individual tree volume model predictions to large-area volume esti-
mates. Ann. For. Sci. 73, 625-633.

McRoberts, R.E., Chen, Q., Domke, G., Stahl, G., Saarela, S. and Westfall, J.
2016 Hybrid estimators for mean aboveground carbon per unit area.
For. Ecol. Manage. 378, 44-56.

Miles, P.D. 2016. Forest Inventory EVALIDator Web-Application Version 1.6.
0.03. USDA Forest Service, Northern Research Station, St. Paul, MN.
http://apps.fs.fed.us/Evalidator/evalidator.jsp (accessed on July, 2016).

Mortimer, M.J., Baker, S. and Shaffer, R.M. 2005 Assessing and under-
standing timber trespass and theft laws in the Appalachian region.
North. J. Appl. For. 22, 94-101.

Muukkonen, P. 2007 Generalized allometric volume and biomass
equations for some tree species in Europe. Eur. J. For. Res. 126, 157-166.

Peng, C., Zhang, L. and Liu, J. 2001 Developing and validating nonlinear
height-diameter models for major tree species of Ontario’s boreal for-
ests. North. J. Appl. For. 18, 87-94.

Pond, N.C. and Froese, R.E. 2014 Evaluating published approaches for
modelling diameter at breast height from stump dimensions. Forestry
87, 683-696.

Ozcelik, R., Brooks, J.R., Diamantopoulou, M.J. and Wiant, H.V. Jr. 2010
Estimating breast height diameter and volume from stump diameter for
three economically important species in Turkey. Scand. J. For. Res. 25,
32-45.

Parresol, B.R. 1998 Prediction and error of bald cypress stem volume
from stump diameter. South. J. Appl. For. 22, 69-73.

Richards, F.J. 1959 A flexible growth function for empirical use. J. Exp.
Bot. 10, 290-300.

SAS Institute, Inc. 2009 SAS/STAT® 9.2 Users Guide. 2nd edn. SAS
Institute, Inc.

Temesgen, H., Hann, D.W. and Monleon, V.J. 2007 Regional height-diam-
eter equations for major tree species of southwest Oregon. West. J. Appl.
For. 22, 213-2109.

Timber Market Report. 2016. 1st Quarter: January-March 2016. http://ext
ension.psu.edu/natural-resources/forests/timber-market-report  (accessed
on July, 2016).

U.S. Forest Service. 2013. Forest Inventory and Analysis National Core
Field Guide: Volume I: Field Data Collection Procedures for Phase 2 Plots.
Northern Research Station Edition. Version 6.0.2. http://www.nrs.fs.fed.
us/fia/data-collection/field-guides (accessed on August, 2016).

Vonesh, E.F., Chinchilli, V.M. and Pu, K. 1996 Goodness-of-fit in general-
ized nonlinear mixed-effects models. Biometrics 52, 572-587.

Westfall, J.A. 2010 New models for predicting diameter at breast height
from stump dimensions. North. J. Appl. For. 27, 21-27.

411


https://www.medcalc.org/download/pdf/McBride2005.pdf
https://www.medcalc.org/download/pdf/McBride2005.pdf
http://apps.fs.fed.us/Evalidator/evalidator.jsp
http://extension.psu.edu/natural-resources/forests/timber-market-report
http://extension.psu.edu/natural-resources/forests/timber-market-report
http://www.nrs.fs.fed.us/fia/data-collection/field-guides
http://www.nrs.fs.fed.us/fia/data-collection/field-guides

Forestry

Westfall, J.A. and Scott, C.T. 2010 Taper models for commercial tree spe-
cies in the Northeastern United States. For. Sci. 56, 515-528.

Wharton, E.H. 1984 Predicting diameter at breast height from stump dia-
meters for northeastern tree species. USDA For. Serv. Res. Note NE-322. 4 p.
Wiant, H.V. and Brooks, J.R. 2007 A comparison of the arithmetic and
geometric means in estimating stump diameter, basal area, and volume
in Appalachian hardwoods. North. J. Appl. For. 24, 71-73.

World Bank. 2006. Strengthening Law Enforcement and Governance:
Addressing a Systemic Constraint to Sustainable Development. Report No.
36638-GLB. World Bank, Washington, DC, 93 pp.

Woudenberg, S.W., Conkling, B.L., O’Connell, B.M., LaPoint, E.B., Turner, J.A.
and Waddell, K.L. 2010 The Forest Inventory and Analysis Database: data-
base description and users manual version 4.0 for Phase 2. USDA For. Serv.
Gen. Tech. Rep. RMRS-GTR-245. 336 p.

412



	An assessment of uncertainty in volume estimates for stands reconstructed from tree stump information
	Introduction
	Methods
	Data
	Analysis

	Results
	Discussion
	Conclusion
	Acknowledgements
	Conflict of interest statement
	References


