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ABSTRACT

This study examines the spatial and temporal variability of wind speed at 80m above ground (the average

hub height of most modern wind turbines) in the contiguous United States using Climate Forecast System

Reanalysis (CFSR) data from 1979 to 2011. The mean 80-m wind exhibits strong seasonality and large spatial

variability, with higher (lower) wind speeds in the winter (summer), and higher (lower) speeds over much of

the Midwest and U.S. Northeast (U.S. West and Southeast). Trends are also variable spatially, with more

upward trends in areas of the Great Plains and IntermountainWest of the United States and more downward

trends elsewhere. The leading EOF mode, which accounts for 20% (summer) to 33% (winter) of the total

variance and represents in-phase variations across the United States, responds mainly to the North Atlantic

Oscillation (NAO) in summer and El Niño–SouthernOscillation (ENSO) in the other seasons. The dominant

variation pattern can be explained by a southerly/southwesterly (westerly) anomaly over the U.S. East

(U.S. West) as a result of the anomalous mean sea level pressure (MSLP) pattern. The second EOF mode,

which explains about 15%of the total variance and shows a seesaw pattern, is mainly related to the springtime

Arctic Oscillation (AO), the summertime recurrent circumglobal teleconnection (CGT), the autumn Pacific

decadal oscillation (PDO), and the winter El Niño Modoki. The anomalous jet stream and MSLP patterns
associated with these indices are responsible for the wind variation.

1. Introduction

Wind energy has received considerable attention in

the United States over the last decade with cumulative

wind capacity (the product of total number of wind

turbines and rated power) increasing dramatically from

2472 MW in 1999 to 60 009MW in 2012 (AWEA 2013).

The increasing interest in wind energy has promoted

numerous investigations into low-level wind climatology

and wind power potentials across the United States.

Elliott et al. (1986) produced wind energy resource at-

lases for different regions of the United States. Klink

(1999a) examined the climatology and annual cycles of

monthly mean wind speed and direction from 1961 to

1990 at 216 surface stations in the contiguous United

States. Archer and Jacobson (2003) studied spatial and

temporal distributions of winds at 80m above ground

level (AGL) in the United States using data from 1327

surface stations and 87 sounding sites in the year 2000. In

an effort to identify an ideal location for a wind energy

grid, Kempton et al. (2010) and Dvorak et al. (2012)

investigated U.S. East Coast offshore wind energy re-

sources using wind data from a combination of 11
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meteorological stations and a mesoscale numerical

weather prediction model. Li et al. (2010) investigated

the wind power resources in the Great Lakes region

using the gridded North American Regional Reanalysis

(NARR) dataset.

Several previous studies have investigated trends in

low-level wind speed in the United States. By examining

mean monthly surface wind speed maxima at 187 sta-

tions and minima at 176 stations across the contermi-

nous United States, Klink (1999b) found that on balance

there was an increasing (decreasing) trend in the mean

monthly maximum (minimum) winds from 1961 to 1990.

The study attributed these trends to various factors in-

cluding temperature trends, changes in cyclone and an-

ticyclone frequency, effects of urbanization, and bias in

the observations. In another more localized study, Klink

(2002) revealed a decreasing trend in the mean annual

wind speeds from the 1960s to the 1990s at seven surface

stations in and surrounding Minnesota. Similar down-

ward trends of near-surface wind have also been found

across the conterminous United States by Pryor et al.

(2009), Pryor and Ledolter (2010), and Vautard et al.

(2010) based on analyses of data from the National

Climatic Data Center from 1973 to 2004. A decline in

surface wind speeds has also been observed in other

midlatitude regions (Smits et al. 2005; Xu et al. 2006;

McVicar et al. 2010; Wan et al. 2010). A summary of

various factors that might have contributed to the de-

clining trend of surface wind speeds is given by Vautard

et al. (2010). These factors include widening of the

Hadley cell and the tropical belt (Lu et al. 2007; Seidel

et al. 2008), increases in surface roughness (Smits et al.

2005; McVicar et al. 2010; Pryor et al. 2009), instru-

mental drift (DeGaetano 1998), and the change in

monsoon circulation induced by air pollution (Xu et al.

2006; Hua et al. 2010).

Recently, much attention has been given to the impact

of climate change on low-level wind speed and wind

energy resource in the United States. Based on the

simulations of the Hadley Centre Coupled Model, ver-

sion 2 (HadCM2), Segal et al. (2001) found that global

climate change resulting from an enhanced CO2 emis-

sion may cause a 0%–30% decrease in daily average

wind power availability in most regions of the United

States. Combining the results from HadCM2 and the

CCCmaCoupledGlobal ClimateModel (CGCM),Breslow

and Sailor (2002) showed that a decrease in wind speed

by 1.0%–3.2% and by 1.4%–4.5% may occur in the

United States over the next 50 and 100 years, re-

spectively. Sailor et al. (2008) revealed that for the rela-

tively high greenhouse gas emissions scenario [the Special

Report on Emission Scenarios (SRES) A2 scenario;

Nakicenovic 2000], the summertime wind speeds in the

northwestern United States may be decreased by 5%–

10%with a 40% reduction in wind power, whereas there

would be little decrease or even a slight increase in

wintertime wind speeds. Pryor and Barthelmie (2011),

however, revealed no clear tendency in the wind energy

resource over the contiguous United States over the

next 50 years based on the projections from multiple

regional climate models.

Although many studies have revealed the climato-

logical characteristics of low-level winds and the pro-

jected climate impact on wind resources in the United

States, few have focused on the spatial and temporal

variability and the cause for the variability. While the

diurnal and day-to-day wind variability may be related

to changes in stability and weather patterns, the cause

for interannual variability is less clear. Understanding

the low-frequency variability of wind speeds, or how and

why wind speeds and wind power vary from one year to

another, can be beneficial for seasonal outlook or long-

range forecasting of wind power generation (Westrick

et al. 2005).

A number of studies have examined the interannual

variability of low-level wind speeds in different regions

of the United States and Canada, and they have linked

the variability to El Niño–Southern Oscillation (ENSO)

climate forcing. Li et al. (2010) studied the interannual

variability of the 80-m level winds over the Great Lakes

region using the NARR data and found lower mean

wind speeds and more frequent occurrences of lulls

across the region during El Niño years compared to La
Niña years. Using hourly wind speed data from four
airport anemometers, Harper et al. (2007) found a sig-

nificant link between El Niño years and a decreasing
mean wind speed and wind power production in the
northern plains. St. George and Wolfe (2009) analyzed

monthly surface wind observations in the southern Ca-

nadian prairies and western Canada and found that

nearly all low wind events in the past 50 years in the

southern Canadian prairies occurred during a moderate

or stronger El Niño. However, based on the simulation
results using theMM5model,Berg et al. (2013) noted an
increase (decrease) in regional-averaged mean wind

speeds and wind speed variability over southern Cal-

ifornia during El Niño (La Niña). Besides ENSO, Klink

(2007) linked the variability of wind speeds observed at

eleven 70-m wind monitoring sites in Minnesota to the

Arctic Oscillation (AO) and the Pacific–North Ameri-

can (PNA) pattern. Rauthe et al. (2004) also showed

that the strengthening of the AO under future climate

change may increase wind speed and wind power in

Minnesota. Clifton and Lundquist (2012) found that

strong 80-m westerly winds at the National Wind

Technology Center in Colorado are negatively
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correlated with the Niño-3.4 index, while weaker winds
appear to be connected to the PNA and AO indices.
The aforementioned studies on low-frequency wind

variability have been limited to particular states or

specific regions of the United States. Enloe et al. (2004)

investigated the relationship between the peak wind

gust magnitudes over the contiguous United States and

the warm and cold phases of ENSO for the 1948–98

period and found the connection is consistent with the

relationship between the precipitation pattern in the

United States and ENSO. This study focuses only on

peak wind gusts without including mean wind speed or

the frequency of different class winds.

The current study investigates the spatial and tem-

poral variability of the modern wind turbine level (80m

above ground level) wind speed climatology in the

contiguous United States for a 33-yr period from 1979

through 2011 using a third-generation high-resolution

global reanalysis data product. In addition to climatol-

ogy, the study also identifies and characterizes the main

modes of wind speed variability in the contiguous

United States and the dominant climate forcing through

the use of empirical orthogonal function (EOF) analyses

and regression techniques.

2. Datasets and methods

The current study examines wind speeds at the 80-m

AGL over the region between 258–508N and 1258–678W,

which covers the contiguous United States and parts of

southern Canada and northern Mexico (Fig. 1). The

study utilizes data from the Climate Forecast System

Reanalysis (CFSR) (Saha et al. 2006, 2010) produced by

the National Centers for Environmental Prediction

(NCEP). CFSR is a third-generation reanalysis product

generated by utilizing a suite of observational and model

data and coupled atmosphere–ocean–land–sea ice system

(Saha et al. 2010). Compared to the previous reanalysis

products, CFSR contains a number of new features, in-

cluding 6-h guess fields generated from a coupled

atmosphere–ocean system, a sea ice model that is inter-

active with the coupled atmosphere–ocean system, assim-

ilation of satellite radiances, and consideration of variations

of carbon dioxide (CO2), aerosols, and other trace gases

and solar activity. The global resolution ofCFSR is;38km

(T382 spectral truncation)with 64 levels from the surface to

0.26hPa for its atmosphere model and 0.258 at the equator
and 0.58 beyond the tropics with 40 levels to a depth of

4737m for its ocean model, with four soil levels for its land

model and three layers for its sea ice model. For details

about the CFSR, refer to Saha et al. (2010).

Several studies have compared CFSR atmospheric

and oceanic variables to observations and to similar

products in previous reanalysis datasets (Wang et al.

2011; Xue et al. 2011; Chelliah et al. 2011; Long et al.

2011). These comparisons have shown that CFSR im-

proves the spatial pattern and interannual variability of

precipitation and surface air temperature, but over-

estimates downward solar radiative flux and latent heat

flux (Wang et al. 2011). Of particular relevance to this

study is that the CFSR’s ocean surface wind has smaller

errors compared to the QuikSCAT climatology from

September 1999 to October 2009 than the early NCEP

global reanalysis (Xue et al. 2011). Liléo and Petrik
(2011) noted that CFSR made an average improvement

of 16% in correlation coefficient with observed wind

FIG. 1. The study domain (258–508N, 1258–678W) and the topography as resolved in the Climate

Forecast System Reanalysis dataset.
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speed from 24 masts in Sweden from 1980 to 2009

compared to the earlier NCEP global reanalysis dataset.

A recent study by Bao and Zhang (2013) showed that

the horizontal winds from CFSR and the European

Centre for Medium-RangeWeather Forecasts (ECMWF)

Interim Re-Analysis (ERA-Interim; Dee et al. 2011)

agree with the windsmeasured by rawinsonde soundings

launched during the Tibetan Plateau Experiment (TIPEX)

and have smaller root-mean-square errors compared to

the earlier global reanalysis products. Rahim et al.

(2013) showed a significant correlation between CFSR

and QuikSCAT over the South China Sea. Most re-

cently, Chen et al. (2014) assessed the diurnal cycle

of wind fields from the Japanese 55-year Reanalysis Pro-

ject (JRA-55), ERA-Interim, CFSR, and theModern-Era

Retrospective Analysis for Research and Applications

(MERRA) over East Asia using rawinsonde observation

data from 22 sites over southern China. They noted that

the four reanalysis datasets can represent the mean wind

diurnal cycle, but they differ in the amplitude of the diurnal

cycle.

The current study utilizes the latest version (version 2)

of CFSR (CFSv2) (Saha et al. 2014), which improves

surface air temperatures and precipitation over the

earlier version (CFSv1) by 37% and 29%, respectively

(Yuan et al. 2011). The CFSv2 data are archived four

times daily from 1979 through 2011 at 37 pressure levels

from 1000 to 100 hPa. The vertical resolution is 25 hPa

below 750 hPa, decreasing to 50 hPa above that. The

80-m level wind speed is determined by a vertical linear

interpolation of wind speeds that are calculated first

using the archived zonal and meridional wind compo-

nents. The interpolation uses wind at 10mAGL and the

wind at the lowest level above 80m AGL. At each grid

point in the study domain, the height of the pressure

level is determined by the archived geopotential height

fields and the surface elevation. At each grid point, the

6-hourly data are first averaged to yield a daily mean,

which is then averaged to obtain monthly and then

seasonal mean wind speeds.

In addition to the CFSv2 reanalysis products, the

National Oceanic and Atmospheric Administration

(NOAA) Extended Reconstructed Sea Surface Tem-

perature (ERSST) dataset (Smith and Reynolds 2003,

2004) is also used for identifying the pattern of SST over

the Pacific Ocean.

The data analysis focuses first on the general clima-

tology of the 80-m winds, including seasonal variation,

interannual variability as measured by the interannual

standard deviation, and linear trend calculated using

least squares regression. The significance of the linear

trend is tested at each grid point using a standard Stu-

dent’s t test method. In addition, multiple testing using

the Benjamini and Hochberg (1995) method also is

carried out to control the false discovery rate (FDR).

After examining the climatology, the EOF technique

is used to reveal the dominant patterns of the variability

of the seasonal mean wind. The EOF analysis can pro-

duce a set of modes that consist of spatial structures

(EOFs) and corresponding time series [principal com-

ponents (PCs)]. For each mode, its EOF and PC are

orthogonal to the EOFs and PCs of all other modes.

Each mode has a corresponding eigenvalue that de-

scribes the variance explained by themode.More details

of the EOF technique can be found in Wilks (2011). In

this study the EOF technique is utilized to identify the

prevailing spatial patterns of seasonal mean wind speed

anomalies for spring [March–May (MAM)], summer

[June–August (JJA)], autumn [September–November

(SON)], and winter [December–February (DJF)]. The

anomalous seasonal mean wind speed can be obtained

by the seasonal mean wind speed for each year sub-

tracted by the climatological seasonal mean wind speed

over the entire study period.

Finally, to explain how the large-scale circulation

patterns are likely to influence the leading EOF patterns,

regression analysis is performed, which is described

briefly below.

At a given grid point, the anomalous season mean

atmospheric or oceanic variable is a vector of n di-

mension with n5 32 for winter and n5 33 for the other

seasons for the study period of January 1979 through

December of 2011. In otherwords,Y(y1, y2, . . . , yi, . . . , yn)

represents a large-scale circulation variable (e.g.,

200-hPa geopotential height or SST). The normalized

PC is also a vector of the same n dimension, represented

by X(x1, x2, . . . , xi, . . . , xn). A linear regression between

Y and X can be constructed using

yi 5a1bxi 1 «i ,

where a is the intercept, b is the slope, and «i is a residual

term. A least squares approach is used to minimize the

sum of squared residuals. The residuals are tested for

temporal independence using autocorrelation function.

The regression maps in section 3 show the spatial dis-

tribution of the b value at each grid point in the study

domain for a given large-scale circulation variable,

which indicates the changes in the variable associated

with the changes in the PC.

3. Results and discussions

In this section, we first examine the climatology, the

interannual standard deviations, and the trends of 80-m

wind speeds for the 33-yr period from 1979 through
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2011. EOF analyses are then performed to reveal the

dominant modes of the spatial and temporal variability.

Finally, regression analyses are carried out to un-

derstand the relationship between the leading EOF

modes and large-scale circulation patterns.

a. Climatology of the 80-m winds: Seasonality,
interannual variability, and trends

The 80-m wind speed climatology and the seasonal

variation obtained by averaging over the 33-yr period for

each season are shown in Fig. 2. The climatology exhibits

a strong seasonality with the highest seasonal mean wind

speeds occurring in the winter and the lowest speeds

occurring in the summer. Seasonal mean wind speeds

greater than 8ms21 occur mainly over the Great Lakes

due to the smaller friction of water surface as compared

to land surface.Meanwind speeds higher than 6ms21 are

seen over areas of theGreat Plains andU.S.Northeast. In

the western United States, mean wind speeds are gen-

erally less than 5m s21 year round. In summer, wind

speeds less than 4ms21 occur in areas of the U.S. South-

east where stagnant conditions occur frequently due to the

influence of the Bermuda high (Davis et al. 1997).

At any given location, the seasonal mean 80-m wind

speed may vary significantly from year to year, and the

standard deviation is used to describe this year-to-year

variation (i.e., interannual variability). As shown in

Fig. 3, the interannual standard deviations of seasonal

mean 80-m wind speeds exhibit a strong seasonality

similar to the mean wind speed climatology (Fig. 2).

Higher standard deviations are seen in winter while

lower deviations are found in summer and autumn. In

winter, standard deviations are generally higher over

areas of the U.S. Northwest, the Great Plains, and the

Northeast, and lower in the U.S. South. In summer,

higher values are seen over much of the Midwest. In

autumn, standard deviations are higher overmuch of the

Northeast and the Great Lakes region and parts of the

Northwest. In spring, they are higher over the North-

east, the southern Great Plains, and the Rockies.

The linear trends in the seasonal mean 80-m wind speed

for the 33-yr period are calculated using least squares

regression and the results shown in Fig. 4. Significant up-

ward trends occur in areas of the Great Plains, the In-

termountain West of the United States, and along parts of

the Gulf coast from Louisiana through Alabama, while

significant downward trends occur over areas of the Mid-

west, the Northeast, the Southeast, and areas of the Pacific

coast. In winter, significant upward trends occur only in

areas of the U.S. Southwest and southeastern Canada and

FIG. 2. Climatology of the 80-m wind speed (m s21) in (a) spring, (b) summer, (c) autumn, and (d) winter for the period of 1979–2011.
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areas covered by significant downward trends are con-

siderably smaller compared to the other seasons.

A careful examination of the trend in the mean sea

level pressure (MSLP) together with the 80-m wind

vectors as shown in Fig. 5 helps explain the trend in the

seasonal mean 80-m wind speed and its spatial distri-

bution. In spring, a climatological anticyclonic cell over

the eastern North Pacific Ocean results in a westerly

80-m wind over the western United States (Fig. 5a),

which is further strengthened by a positive MSLP trend

over the eastern North Pacific Ocean, leading to the

region’s upward trends in 80-mwind speed (Fig. 4a). The

downward trends in wind speed along the Pacific coast

(Fig. 4a) result from easterly winds induced by the trend

in local anticyclonic cells (Fig. 5b). The springtime

Bermuda high induces southeasterly and southerly

winds into northeastern Mexico and the southern

United States (Fig. 5a). The positive MSLP anomalies

over the Gulf of Mexico (Fig. 5b) also strengthen the

southerly winds, yielding an upward trend in the wind

speed (Fig. 4a). The downward (upward) trends in 80-m

wind speed over the Great Lakes region, the north-

eastern United States, and southern Canada (Fig. 4a)

correspond to a positive MSLP anomaly over the Great

Lakes region (Fig. 5b), which induces westerly (easterly)

winds in areas north (south) of the Great Lakes and

a strengthening (weakening) of the climatological

westerly winds over the regions. The climatological

summertime 80-m wind vector field across the United

States (Fig. 5c) is similar to that in spring (Fig. 5a). The

negative MSLP anomalies over the central and western

United States (Fig. 5d) help produce positive westerly

wind anomalies and thus the region’s upward trend in

the 80-m wind speed (Fig. 4b). In contrast, the negative

trends in MSLP over the eastern United States (Fig. 5d)

lead to the downward trends in wind speed in the region

(Fig. 4b).

In autumn and winter, an anticyclonic cell occurs over

the southeastern United States (Figs. 5e,g). In autumn,

upward trends in the 80-m wind speed over the Great

Plains can be explained by the positiveMSLP trend over

central United States (Fig. 5f), while negative MSLP

trends over the eastern United States result in down-

ward trends in the 80-m wind speed over the Great

Lakes region and the Northeast (Fig. 4c). In winter, the

large difference in the MSLP trends between the Pacific

Ocean and the continental United States (Fig. 5h) ac-

counts for the upward trend in wind speed over the

western United States and northern Mexico (Fig. 4d).

The positive trend inMSLP west of theGreat Lakes and

FIG. 3. As in Fig. 2, but for the interannual standard deviations of the 80-m wind speed (m s21).
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the negative trend over the Great Lakes region and in

the Northeast correspond to the downward wind speed

trends in the northern states.

b. Spatial and temporal patterns of the 80-m wind
speed variability and the dominant climate forcing

EOF analyses are performed to identify the prevailing

spatial patterns of the interannual variability of the

seasonal mean 80-m wind speed for the four seasons

over the United States. Below, we discuss the results of

the EOF analyses and the relationship between the

leading EOF modes and the large-scale circulations.

1) THE FIRST MODE

The first EOF mode (Fig. 6) reveals that wind speed

anomalies fluctuate in phase (same sign) across nearly

entire United States in response to global climate

anomalies. The total variance explained by the first

mode varies from the lowest of 19.67% in summer, to

the highest of 32.84% in winter. The time coefficients of

the first mode are correlated significantly with the mul-

tivariate ENSO index (MEI; Wolter and Timlin 1993)

and Niño-3.4 index significant at the 98% confidence
level (Table 1) in spring, autumn, and winter. This pro-

vides evidence that ENSO is the primary climate forcing

factor for the anomalies of seasonal mean 80-m wind

speed during these seasons. The time coefficients of the

first mode for summer are correlated with the summer-

time North Atlantic Oscillation (NAO) index, with

a correlation coefficient of 20.46 significant at the 98%

confidence level.

To understand the spatial patterns of the first EOF

mode in the context of atmospheric circulation anoma-

lies, the time series of the first EOF mode (PC1s)

are regressed to the 200-hPa geopotential height

(H200), the SST, the MSLP, and the 80-m wind vector.

The results of the regression analyses are shown in

Figs. 7 and 8.

A negative PNA pattern occurs in North America and

North Pacific Ocean in spring, autumn, and winter

(Wallace and Gutzler 1981) (Figs. 7a,e,g), as indicated

by positive anomalous H200 centers over the North

Pacific Ocean and much of the United States, and neg-

ative centers over the tropical eastern Pacific Ocean and

Canada, although the position of the centers shift

somewhat between seasons. The corresponding SST

regression maps (Figs. 7b,f,h) show a La Niña pattern
with positive (negative) SST anomalies over the tropical
western Pacific and the central North Pacific (the central
and eastern Pacific). Under the influence of a negative

FIG. 4. As in Fig. 2, but for the linear trends in the 80-m wind speed (m s21 yr21). The region at the 95% confidence level is shown.
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PNApattern induced by LaNiña, the regression maps of
MSLP (Figs. 8a,e,g) show positive (negative) anomalies

over the eastern North Pacific and western North At-

lantic (most of the North American continent). The

anomalous 80-m westerly and northwesterly winds in-

duced by the anomalous anticyclone over the eastern

Pacific Ocean prevail over the western United States in

spring, autumn, and winter, whereas the anomalous

80-m southerly and southwesterly winds induced by the

anomalous anticyclone over the western North Atlantic

dominate the central and eastern United States. The

regression maps of 80-m wind field are similar to the

FIG. 5. Climatology of the (left) 80-m wind vectors and (right) trends in the mean sea level pressure (Payr21) in (a),(b) spring, (c),(d) summer,

(e),(f) autumn, and (g),(h) winter. The filled regions are significant at the 95% confidence level.
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FIG. 6. (left) Spatial patterns and (right) the time series of the coefficients of the first EOF modes of the 80-m wind speed for the 1979–

2011 period for (a),(b) spring, (c),(d) summer, (e),(f) autumn, and (g),(h) winter. The error bars of the 2.5%and 97.5%quantiles are added

on the time series of the coefficients.
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maps of the climatological mean, which indicates that

the negative phase of the PNA corresponds to a positive

anomalous 80-m wind field and strengthens the 80-m

wind speed acrossmuch of theUnited States; in contrast,

the positive phase of the PNA weakens the 80-m wind

speed.

In some regions of the United States, the nearly op-

posite directions between regressed and climatological

80-m winds result in negative 80-m wind speed anoma-

lies of the first modes (Fig. 8). In spring (Fig. 8b), the

regressed easterly winds near the U.S.–Canadian border

west of the Great Lakes weakens the climatological

westerly wind and results in the negative 80-m wind

speed of the springtime first mode in this region

(Fig. 6a). In autumn (Fig. 8f), the regressed southerly

and southeasterly winds over the southwestern United

States and northwestern Mexico offset the climatologi-

cal northerly and northwesterly winds, yielding negative

80-m wind speed anomalies in these regions (Fig. 6e). In

winter (Fig. 8h), the anomalous southerly wind induced

by the anomalous anticyclone over the western North

Atlantic Ocean weakens the climatological northerly

wind and leads to negative 80-m wind speed anomalies

over Florida (Fig. 6g).

Our findings are consistent with the results from sev-

eral recent studies that examined the impacts of ENSO

on wind resources in the Great Lakes region (Li et al.

2010) and the northern plains (Harper et al. 2007), and

on wind gusts across most of the United States (Enloe

et al. 2004). These studies also found a general increase

of mean wind speeds and peak wind gusts during the

cold phase of ENSO. However, Berg et al. (2013) found

a general decrease of regional-averaged wintertime

mean wind speeds over Southern California during La

Niña, which is consistent with the negative 80-m wind
speed anomaly over Southern California in Fig. 6g, al-

though our results are based on reanalysis data whereas

Berg et al. based their results on numerical simulations

using the MM5 model.

In summer, a wave train occurs over the North Pacific

Ocean, North America, and the North Atlantic Ocean

(Fig. 7c) as indicated by positive H200 height anomalies

over the western and eastern North Pacific Ocean,

southeastern United States, eastern North Atlantic

Ocean, and Greenland, and negative anomalies over the

central North Pacific Ocean, northwestern United

States, and the western North Atlantic Ocean. A similar

wave train also occurs in the MSLP regression map

(Fig. 8c). Negative (positive) H200 and MSLP anoma-

lies over the western North Atlantic Ocean and western

Europe (Greenland) represents a negative-phase NAO

pattern. The correlation coefficient between the EOF

time series and the NAO index in summer is 20.46,

significant at the 98% confidence level. The regression

(Fig. 8d) and the climatology (Fig. 5c) of the 80-m winds

are similar over much of the United States, resulting in

positive wind anomalies (Fig. 6c), but they are nearly

opposite over the southeastern United States and Can-

ada and western Mexico, yielding negative anomalies in

these regions.

2) THE SECOND MODE

The total variance explained by the second EOF

mode is approximately 15% with small variations be-

tween seasons. Unlike the first mode that explains the

in-phase (same sign) fluctuation in response to climate

forcing, the second mode captures the seesaw pattern

(opposite sign or out of phase) between the northern

and southern United States in spring (Fig. 9a), the

eastern and western United States in summer and au-

tumn (Figs. 9b,c), and the northeastern and southwest-

ern United States in winter (Fig. 9d). Unlike the time

series of the first mode that showed essentially no trend,

the time series of the second mode in summer (Fig. 9d)

displays an increasing trend. Moreover the spatial pat-

tern of the second mode (Fig. 9c) in summer also re-

sembles the spatial pattern of the 80-mwind speed trend

in summer (Fig. 4b). Together, these suggest that the

second mode may have contributed to the observed

trend in summer. The results of wavelet analyses (not

shown) indicate that the time series of the secondmodes

have a major period of 2–3 yr for all seasons.

Similar regression analyses are also applied to the

secondmode and the results are shown in Figs. 10 and 11.

In spring, the H200 and SST patterns suggest a positive

phase of the springtime AO (Thompson and Wallace

1998) as indicated by the positive H200 anomalies in

midlatitudes sandwiched between negative anomalies in

the northern latitudes and the tropical Pacific Ocean

(Fig. 10a) and the negative SST anomalies over the

western North Atlantic Ocean, the tropical eastern Pa-

cific Ocean, and the west coast of North America along

with positive anomalies in the central North Pacific

Ocean (Fig. 10b). Corresponding to this H200 pattern is

TABLE 1. Correlations between time coefficients of the first EOF

modes and the multivariate ENSO index (MEI), Niño-3.4 index,
the North Atlantic Oscillation (NAO) index, and El Niño Modoki
index in spring, summer, autumn, and winter. Single and double
asterisks indicate 99% and 98%, confidence levels, respectively.

Season Spring Summer Autumn Winter

MEI 20.49* 20.12 20.40** 20.48*

Niño-3.4 20.47* 20.15 20.49* 20.52*

NAO 20.30 20.46* 20.02 0.21

El Niño Modoki 20.20 0.03 20.15 20.23
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an anomalous jet stream in the upper troposphere over

the northern United States and southern Canada (not

shown). Upper-level jet streams in this region, which are

usually associated with cold air outbreaks and northerly

low-level jets (Kapela et al. 1995), help to strengthen the

80-m wind speed north of 388N (Fig. 10a). The large

MSLP meridional gradients over the northern United

States (Fig. 11a) also contribute to higher 80-m wind

speed north of 388N. The anomalous anticyclonic cell

over the southeastern United States produces anoma-

lous winds that are nearly opposite in direction to the

springtime wind climatology south of 388N, thus leading

to negative 80-m wind speed anomalies of the second

modes in this region (Fig. 11b).

In summer, a wave train occurs over the midlatitude

study region with positive H200 centers over northern

FIG. 7. (left) The anomalous 200-hPa geopotential height (gpm) and (right) sea surface temperature (SST; 8C) maps regressed to the

time series of the first EOFmodes of 80-mwind speed for (a),(b) spring, (c),(d) summer, (e),(f) autumn, and (g),(h) winter for the period of

1979–2011. The filled regions are significant at the 95% confidence level.
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China, western Siberia, and northeastern North Amer-

ica and negative centers over Japan, northwesternNorth

America, and the North Atlantic Ocean (Fig. 10c). This

wave train bears some similarities with the circumglobal

teleconnection (CGT) pattern (Ding and Wang 2005).

Negative SST anomalies occur mainly over the tropical

eastern Pacific Ocean, while positive SST anomalies are

seen over the mid- to high-latitude regions of the North

Pacific and Atlantic Oceans (Fig. 10d). An anomalous

summertime upper troposphere jet stream associated

with the H200 pattern is positioned over the northeastern

Canada (not shown), which helps to strengthen (weaken)

the 80-m wind speed in the central and western (eastern)

United States. Near the surface, an anomalous cyclonic

cell over the central United States (Fig. 11c) produces

anomalous winds that are nearly opposite to the

FIG. 8. As in Fig. 7, but for (left) the mean sea level pressure (Pa) and (right) 80-m wind vectors. The filled and shaded regions are

significant at the 95% confidence level.
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FIG. 9. As in Fig. 6, but for the second EOF modes.
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summertime climatological winds, yielding a reduction in

the 80-m wind speed. The anomalous easterly winds

originating from the western Atlantic Ocean also weaken

the climatological westerly winds over the Great Lakes

region and areas of the Northeast.

In autumn, the anomalous SST pattern indicates a

negative phase of the PDO (Mantua et al. 1997)

(Fig. 10f). The correlation coefficient between the EOF

time series and the time series of the PDO index in au-

tumn is20.38, significant at the 95% confidence level. A

corresponding wave train occurs from western Pacific

Ocean to North America and the North Atlantic Ocean

(Fig. 10e), as indicated by positive H200 anomalies over

the eastern North Pacific, eastern North America, and

the eastern North Atlantic Ocean, and negative anom-

alies over the western North Atlantic Ocean and west-

ern North America. Corresponding to this H200 pattern

is an anomalous jet stream over the western United

States (not shown), which produces positive 80-m wind

speed anomalies over the central and western United

FIG. 10. As in Fig. 7, but for the second EOF modes.
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States, but has little influence on winds over the eastern

United States.

In winter, an anomalous jet stream (not shown) is

active over the Great Lakes region and the northern

Great Plains, resulting in positive wind speed anomalies

in these regions. In contrast, a positive H200 anomaly

over the western United States decreases the 80-m wind

speed in the region. The anomalous SST pattern is

similar to the El Niño Modoki pattern (Ashok et al.

2007). The correlation coefficient between the winter-

time PC2 and the Modoki index is 0.36, significant at

the 0.95% confidence level. The positive MSLP over

western North America and the eastern North Pacific

Ocean and the negative MSLP over northeastern North

FIG. 11. As in Fig. 8, but for the second EOF modes.
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America lead to anomalous 80-m easterly winds over

much of the western United States and northwesterly

and northerly winds over much of the northern Great

Plains and the upper Midwest. These anomalous flows,

when superimposed on the climatological wind patterns

in these regions, explains the spatial patterns of the

second mode for the season.

4. Summary

In this study, the spatial and temporal variability of

the seasonal mean 80-m wind speeds over the contigu-

ousUnited States for the 33-yr period from 1979 through

2011 are investigated using data from CFSR, a third-

generation reanalysis dataset.

The climatology of the 80-m wind speed exhibits a

strong seasonality, with stronger winds in the winter and

weaker winds in the summer. In all seasons, the mean

winds are generally stronger over the Midwest, the

Great Plains, and the U.S. Northeast than over other

regions of the country, especially the Intermountain

West of the United States. The strongest winds are found

over the Great Lakes, likely due to weaker friction over

the lake surfaces. There is a detectable, but spatially var-

iable, trend in the 80-m seasonal mean wind speed during

the 33-yr period. Positive trends occur in areas of theGreat

Plains, the Intermountain West, and along parts of the

Gulf coast from Louisiana through Alabama, while nega-

tive trends occur over areas of theMidwest, theNortheast,

the U.S. Southeast, and areas of the Pacific coast.

The leading EOF modes reveal the prevailing spatial

and temporal patterns in the wind speed variability. The

first EOF mode, which shows in-phase variability across

much of the United States, accounts for 25.74%,

19.67%, 22.06%, and 32.84% of the total variance in the

80-m wind speed, respectively, for spring, summer, au-

tumn, and winter. The second mode accounts for

15.53%, 13.52%, 14.82%, and 16.46% of the total vari-

ance for the four seasons, respectively, and shows an

out-of-phase variability primarily between north and

south for spring, east and west for summer and autumn,

and northeast and southwest for winter.

The regression analyses show that the first EOFmode

is connected mainly to NAO in summer and to ENSO in

other seasons. In all seasons except for summer, the

anomalous H200 and MSLP patterns representing

a negative-phase PNA pattern induced by La Niña
produces a spatial pattern of wind anomalies that is
similar to the climatological wind pattern, resulting in
an increase in the 80-m wind speeds across much of the
United States. In summer, the 80-m winds are also in-
creased overmuch of theUnited States when the pattern
of wind anomalies in response to the negative-phase

NAO is, once again, similar to the climatological wind
pattern.
The second modes for the four seasons are mainly

related, respectively, to the spring AO, the summer

CGT, the autumn PDO, and the winter El NiñoModoki.
The anomalous upper-level jet stream associated with
the H200 anomalies together with the MSLP anomalies
help explain the seesaw pattern in the 80-m wind speed
anomalies across the United States. In addition, the
second modes may have contributed partially to the
trends found for autumn, winter, and especially summer.
The above explanations for the two leading EOF

modes are based on statistical considerations only. Nu-

merical experiments are needed to further validate the

forcing of SST anomalies over the North Pacific Ocean

on the previously mentioned Rossby wave train. Nev-

ertheless, the statistical relation can be very useful for

developing seasonal predictions for 80-m wind speed

and wind energy in the United States.

As a third-generation reanalysis product, the CFSR

represents a substantial improvement over previous global

reanalysis datasets. However, it also has limitations with

implications for the interpretation of the results from the

current study. First, as a global dataset, the horizontal

resolution of the CFSR (0.58 latitude 3 0.58 longitude) is
still relatively low. The 0.58 grid spacing can smooth out

spatial variability in thewind fields at scales less than about

50km and underestimate the effect of local topographical

gradients and land-use and land-cover changes on winds.

Second, small biases of ocean wind stress from the CFSR

dataset (Xue et al. 2011) may influence surface wind

speeds across the United States, especially over the west-

ern and southeastern United States. Finally, the CFSR

dataset has failed to reproduce the observed decreasing

trend of surface wind speeds in some regions of theUnited

States. These limitations, however, are unlikely to affect

the confidence in the results of the current analyses.

Despite the limitations, the results about the domi-

nant spatial and temporal patterns of the 80-m wind

variability and the response to global climate anomalies

may prove useful to the wind energy industry and energy

policy makers. Although wind energy production is

a function of wind variability on an hourly instead of

seasonal time scale, climatological seasonal mean wind

provides total wind energy potential in a given season.

Understanding seasonal mean wind, its interannual

variability, and the connection to large-scale circulation

patterns can help identify a shift of seasonal wind energy

relative to the climatology in a given year and thus im-

prove seasonal forecasting of wind resources.
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