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Climate change is expected to alter the frequency and severity of atmospheric conditions conducive for wild-
fires. In this study, we assess potential changes in fire weather conditions for the contiguous United States using
the Haines Index (HI), a fire weather index that has been employed operationally to detect atmospheric condi-
tions favorable for large and erratic fire behavior. The index summarizes lower atmosphere stability and dryness
into an integer value with higher values indicting more fire-prone conditions. We use simulations produced by
the North American Regional Climate Change Assessment Program (NARCCAP) from multiple regional cli-
mate models (RCMs) driven by multiple general circulation models (GCMs) to examine changes by midcen-
tury in the seasonal percentage of days and the consecutive number of days with high (values > 5) HI across
the United States. Despite differences among the six RCM—GCM combinations in the magnitude and location
of the projected changes, the results consistently suggest an increase in the number of days with high HI values
over most of the United States during the summer season, with the dryness factor of the HI contributing more
than the stability parameter to the projected changes. In addition, the consecutive number of days with high
HI is projected to increase in summer. Together, these results suggest that future summers might be more con-
ducive to large and dangerous fires. The projections for other seasons are inconsistent among the model combi-

nations. Key Words: climate change, Haines Index, NARCCAP, wildfire.
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Es de esperarse que el cambio climdtico altere la frecuencia y severidad de las condiciones atmosféricas que pue-
dan propiciar incendios naturales. En este estudio sopesamos los cambios potenciales de las condiciones del
tiempo con estas caracteristicas en los Estados Unidos contiguos mediante el Indice Haines (HI), un indice del
tiempo propiciador del fuego que ha sido empleado operacionalmente para detectar condiciones favorables a la
aparicion de escenarios para fuegos erraticos y del alta intensidad . El indice compendia las condiciones de esta-
bilidad y sequedad de la atmdsfera inferior en un valor integral en el que los valores mds altos acusan condi-
ciones de una mayor propensién al incendio. Utilizamos las simulaciones desarrolladas en el Programa
Norteamericano de Evaluacion Regional del Cambio Climéatico (NARCCAP) a partir de mdltiples modelos
regionales de clima (RCMs) condicionados por mdltiples modelos de circulacién general (GCMs) para exami-
nar los cambios de mediados de siglo en el porcentaje estacional de dias y el ndmero consecutivo de dias con
altos valores HI (valores_5) a través de los Estados Unidos. Pese a diferencias entre las seis combinaciones
RCM-GCM por magnitud y localizacion de los cambios proyectados, los resultados son consistentes para
sugerir un incremento durante el verano en el nimero de dias con valores HI altos en la mayor parte de los Esta-
dos Unidos, cuando el factor de sequedad del HI contribuye mds que el pardmetro de estabilidad de los cambios
proyectados. Adicionalmente, se proyecta que el ndmero consecutivo de dias con HI alto se incremente en el
verano. En conjunto, estos resultados sugieren que en el futuro los veranos podrian ser més propensos a incendio
grandes y peligrosos. Las proyecciones para otras estaciones son inconsistentes dentro de las combinaciones del
modelo. Palabras clave: cambio climdtico, Indice de Haines, NARCCAP, incendios naturales.
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ildfires pose significant threats to life and
N x / property in many regions of the United
States. Wildfire incidents are largely
driven by natural factors including fuel availability,
temperature, precipitation, wind, humidity, and the
location of lightning strikes, although anthropo-
genic factors such as land use and fuel management
practice also contribute to wildfire occurrences
(Westerling et al. 2003). Long-term climate change
will likely affect these natural factors, with implica-
tions for future wildfire danger. Various indexes
have been developed to help assess the potential
for wildfires. The assumption behind these indexes
is that the constant and variable factors that affect
the initiation, spread, and difficulty of control of
wildfires can be summarized into simple numerical
descriptors (Deeming, Burgan, and Cohen 1977).
Widely used indexes include the Keetch-Byram
Drought Index (KBDI), an estimate of forest fire
potential based on the daily water balance (Keetch
and Byram 1968); the Burning Index (BI), a
description of the effort needed to contain a fire
(Bradshaw et al. 1984); the Energy Release Compo-
nent (ERC), an estimate of the twenty-four-hour
total available energy per unit area within the flam-
ing front at the head of a fire (Bradshaw et al.
1984); the thousand-hour fuel moisture (THFM), a
representation of the modeled moisture content in
dead fuels (Bradshaw et al. 1984); and the Haines
Index (HI), a measure of how conducive the atmo-
sphere is to potential extreme or erratic fire behav-
ior based on atmospheric stability and moisture
(Haines 1988).

Fire weather indexes are often used locally or
regionally to assist in decision making, and consider-
able research has been conducted on the relationship
between fire weather indexes and actual fire occur-
rences (Dayananda 1977; Mandallaz and Ye 1997;
Preisler et al. 2004; Preisler and Westerling 2007).
Also, as the values of these indexes can vary substan-
tially at regional and continental scales (Werth and
Werth 1998; Winkler et al. 2007; Lu et al. 2011), a
number of studies have used fire weather indexes to
study wildland fire danger across the continental
United States under projected future climate condi-
tions. For example, Brown, Hall, and Westerling
(2004) employed the ERC to investigate the potential
impact of twenty-first-century climate change on the
number of days with high fire danger in the Western
United States using high-temporal resolution meteoro-
logical output from the parallel climate model. Liu,

Stanturf, and Goodrick (2010) applied the KDBI to
simulations from several general circulation models
(GCMs) to estimate future changes in fire season
length for the United States.

This study examines potential changes in the atmo-
spheric conditions favoring extreme fire behavior as
indicated by differences in the HI between the current
and projected future climate. Extreme fire behavior is
defined by the National Oceanic and Atmospheric
Administration (2014) as “a level of wildfire behavior
that ordinarily precludes methods of direct attack” and
“predictability is difficult because such fires often exer-
cise some degree of influence on their environment,
behaving erratically, sometimes dangerously.” This
focus on extreme fire behavior reflects concerns that
wildfires recently have become more extreme.
Although the number of wildfires in the United States
has been relatively stable since 1984 (National Inter-
agency Fire Center 2013), the total area burned has
increased, particularly in recent years and despite
interannual fluctuations related to natural climate var-
iability (Figure 1), suggesting larger and more extreme
wildfires. Given that more erratic fire behavior could
lead to increased area burned (Parisien et al. 2005),
projecting future changes in extreme or erratic fire
behavior would be very helpful for fire management.
Furthermore, large and megafires are responsible for 80
percent of fire suppression costs in the United States
(Williams 2004).

The HI, originally introduced in 1988 as the Lower
Atmospheric Severity Index, is widely used to assess
the potential for a plume-dominated fire to become
large or exhibit extreme fire behavior (Haines 1988;
Winkler et al. 2007; Lu et al. 2011). The HI is used
operationally in wildfire forecasting and monitoring
and is a standard element in the National Weather
Service daily fire weather forecasts and the U.S.
Department of Agriculture Forest Service’s Wildland
Fire Assessment System. Considered primarily a
regional index, the HI can provide a perspective on
fire risk over large areas (Heilman and Bian 2007).

Another motivation for using the HI to study future
wildfire risk is that several historical climatologies of
this index are available for the United States and pro-
vide a useful reference for evaluating future changes.
The first comprehensive long-term and spatially
extensive climatology of the HI was produced by Win-
kler et al. (2007), who employed temperature and
dewpoint data from the National Centers for Environ-
mental Prediction (NCEP) global reanalysis for a
forty-year (1961-2000) period on a 2.5° by 2.5°
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latitude and longitude grid for the North American
domain. Before that, climatological analyses were gen-
erally confined temporally and geographically (Jones
and Maxwell 1998; Werth and Werth 1998; Croft,
Watts, and Potter 2001). More recently, Lu et al.
(2011) improved on the spatial resolution of the Win-
kler et al. (2007) climatology using 32 km resolution
temperature and dewpoint fields from the North
American Regional Reanalysis (NARR). In spite of
the large differences in resolution, the spatial distribu-
tions of the HI for the two climatologies are similar for
most of North America, with generally higher HI val-
ues in the west than in the east. The largest differences
between the two climatologies are found along coast-
lines and in areas of complex terrain.

A number of previous studies have employed simu-
lations from GCMSs and regional climate models
(RCMs) to assess the impact of climate change on fire
activity. For example, Golding and Betts (2008), using
the McArthur Forest Fire Danger Index and an ensem-
ble of variants of the Hadley Centre Coupled Model
version 3 (HadCM3; Gordon et al. 2000) climate
model, found a significant increase over the twenty-
first century in fire risk for Amazonia due to climate
change and deforestation. Similarly, the risk of forest
and grassland fires in Australia is anticipated to
increase by 2050 and 2100 based on simulations from
the Regional Atmospheric Modeling System (RAMS;
Pielke et al. 1992; Pitman, Narisma, and McAneney
2007). Spracklen et al. (2009) applied a regression
model built based on observed area burned and
observed climate to the output from the Goddard
Institute for Space Studies (GISS; Schmidt et al.

0.0E+0

2006) GCM and estimated that increases in tempera-
ture will cause substantial increases by 2050 in the
annual mean area burned in the Western United
States. In addition, HI values estimated from a suite of
RCM simulations suggest that atmospheric environ-
ments in the mountainous regions of the Western
United States during August will be more conducive
to erratic wildfires by the middle of the twenty-first
century (Luo et al. 2013). A review of additional stud-
ies that used GCMs or RCMs to investigate global
wildland fire activity under climate change can be
found in Flannigan et al. (2009).

The objective of our study is to investigate how
atmospheric conditions conducive to extreme fire
behavior will change in a changing climate. Most of
the previous studies of climate impacts on fire weather
conditions have used climate projections from either a
single high-resolution RCM (Liu, Goodrick, and Stan-
turf 2013) with no estimates of uncertainties or multi-
ple coarse-resolution GCMs (Flannigan, Stokes, and
Wotton 2000; Flannigan et al. 2005) with poor resolu-
tion of heterogeneity in terrain and land cover. This
study attempts to overcome these limitations by exam-
ining changes in the HI between current and future
climates, based on climate projections from multiple
RCMs driven by multiple GCMs. Winkler et al.
(2011) pointed out that no single RCM performs best
all the time; the performance depends on the field
examined, and the uncertainty introduced by the
choice of RCMs can be as large as the choice of
GCMs. By comparing results from various combina-
tions of GCMs and RCMs, it is possible to evaluate
the robustness of the model results regarding potential
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changes in atmospheric conditions conducive to large
and extreme wildland fires. Thus, the results will pro-
vide not only information on the potential changes
but also the associated uncertainties, a key factor to
consider in the decision-making process. The analysis
focuses on the time of the year and the regions within
the United States most likely to be affected by climate
change. These findings will help fire and resource man-

agers in designing climate change adaptation
strategies.

Data and Methods

Data

The data sets used to generate the HI climatology
were provided by the North American Regional Cli-
mate Change Assessment Program (NARCCAP;
Mearns et al. 2007; Mearns et al. 2009). Aimed at pro-
ducing high-resolution climate-change simulations for
use in assessment studies, the NARCCAP program
performed climate simulations using a suite of RCMs
driven by a set of GCMs for North America (Mearns
et al. 2007; Mearns et al. 2009; Mearns et al. 2012). A
50-km horizontal grid spacing was used for all of the
RCM simulations. Simulations were produced for both
the current climate period from 1971 to 2000 (hence-
forth referred to as GCM-driven current climate) and
a future climate period from 2041 to 2070 (henceforth
referred to as GCM-driven future climate). For the
twenty-first century, the GCMs were forced with the
A2 emissions scenario, which describes a very hetero-
geneous world with continuously increasing global
population and regionally oriented economic growth
(Nakicenovic et al. 2000). In addition to the GCM-
driven current climate simulations, another set of
RCM simulations driven by the NCEP global reanaly-
sis for the period from 1979 to 2004 (henceforth
referred to as NCEP-driven current climate) was also
produced by NARCCAP to evaluate the RCM simula-
tions. According to Giorgi (2006), reanalysis products
such as the NCEP global reanalysis, which are created
by assimilating weather and climate observations using
models, can be expected to provide the best available
large-scale forcing fields for regional simulations.
Regional simulations driven by reanalysis data at lat-
eral boundaries are often referred to as perfect boundary
condition simulations. Thus, the NCEP-driven current
climate can be compared to observed climate series or
fields to identify systematic model errors (Winkler
et al. 2011). The GCM-driven current climate

Table 1. North American Regional Climate Change
Assessment Program model combination outputs used
in this study

GCM-driven NCEP-driven
RCM GFDL CGCM3 CCSM NCEP
RCM3 X X X
CRCM X X X
WRFG X X X

Note: GCM = general circulation model; NCEP = National Centers for
Environmental Prediction; RCM = regional climate model; GFDL = Geo-
physical Fluid Dynamics Laboratory GCM; CGCM3 = Canadian Global
Climate Model version 3; CCSM = Community Climate System Model;
RCM3 = Regional Climate Model version 3; CRCM = Canadian Regional
Climate Model; WRFG = Weather Research and Forecasting Grell model.

simulation is often referred to as the control run, and
differences between GCM-driven current climate and
NCEP-driven current climate simulations are assumed
to be introduced by the GCM fields. To assess future
changes, the GCM-driven current climate is compared
with GCM-driven future climate, as it contains errors
from both the GCM and RCM, whereas the NCEP-
driven current climate only contains the RCM errors
(Winkler et al. 2011).

The set of RCMs used in this study includes the
Canadian Regional Climate Model (CRCM; Laprise
et al. 1998; Caya and Laprise 1999), the Weather
Research and Forecasting Grell model (WRFG; Grell
and Devenyi 2002; Skamarock et al. 2005), and the
Regional Climate Model version 3 (RCM3; Pal et al.
2007). The driving GCMs include the NCAR Com-
munity Climate System Model (CCSM; Collins et al.
2006), the Canadian Climate Centre’s Canadian
Global Climate Model version 3 (CGCM3; Flato
2005), and the Geophysical Fluid Dynamics Labora-
tory GCM (GFDL; Delworth et al. 2006). The
NARCCAP model combinations are shown in
Table 1. Simulations from six RCM—GCM combina-
tions and three RCM-NCEP combinations are ana-
lyzed. For details on the mode configurations and
physics parameterizations used for these simulations,
please refer to http://www.narccap.ucar.edu/about/
index.html.

Haines Index Calculation

The HI consists of an atmospheric stability compo-
nent (A) and a humidity component (B; Haines
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Table 2. Calculation of the Haines Index A and B components for the three elevation variants

Stability component (A)

Humidity component (B)

Elevation Calculation Categories Calculation Categories
Low 950 hPa temperature — 850 hPa temperature A=1if<4 850 hPa temperature — 850 hPa dewpoint B=1if<6
A=12if4-7 B=2if6-9
A=3if>8§ B=3if>10
Mid 850 hPa temperature — 700 hPa temperature A=1if<6 850 hPa temperature — 850 hPa dewpoint B=1if<6
A =12if6-10 B=2if6-12
A=3if>11 B=3if>13
High 700 hPa temperature — 500 hPa temperature =~ A =1if <18 700 hPa temperature — 700 hPa dewpoint B=1if<15
A =12if18-21 B =2if 15-20
A=3if>122 B=3if>21

Note: Temperature and dewpoint are in Celsius.

1988). The A component is calculated as the tempera-
ture difference between two pressure levels (i.e., the
lapse rate or the rate at which temperature decreases
with altitude) in the lower atmosphere, and the B
component represents the difference between temper-
ature and dewpoint (i.e., the dewpoint depression) for
a specific pressure level in the lower atmosphere. Each
component is converted to an integer value of 1, 2, or
3 based on the prescribed thresholds shown in Table 2.
The A and B components are summed to yield an HI
value ranging from 2 to 6, with 2 representing a very
low potential for erratic plume-dominated fires and 6
representing a very high potential (Haines 1988).

The temperature and humidity data for calculating
the HI originally came from radiosonde observations.
Although routine radiosonde observations are avail-
able two times per day at 0000 and 1200 UTC, the
original HI was calculated using only the 0000 UTC
soundings because this time is closer to the time of the
day in most of North America when the instability is
high and relative humidity is low, posing greater fire
danger. Several studies have discussed the potential
bias of using observations at other times and agreed
that HI values based on 1200 UTC observations might
underestimate fire potential because this is the time in
North America when normally the atmosphere is sta-
ble (Jones and Maxwell 1998; Kochtubajda et al.
2001). Thus, only 0000 UTC data from NARR are
used in this study, despite the availability of the
NARR data at eight times per day.

In the initial index development, the United States
was divided into three regions (referred to as low, mid,
and high) to take into account variations in surface
elevation. Three different variants of the HI were

formulated so that the pressure layer used in the index
calculation is “high enough above the surface to avoid
the major diurnal variability of surface temperature
and surface-based inversions” (Haines 1988, 23). Win-
kler et al. (2007) reproduced the boundaries for the
three variants by comparing Haines’s original map to
elevation contours and found that the 300 m and
1,000 m contours best outline the original boundaries
between the low variant and the mid variant and
between the mid variant and the high variant respec-
tively. In this study, the boundaries between the low,
mid, and high variants are outlined, after Winkler
et al. (2007), by contouring the 300 m and 1,000 m
elevations of the topography used for each RCM
simulation.

Wildfire danger is examined for the entire year
rather than for a single month (Luo et al. 2013) or
only the warm season (Lu et al. 2011), as the seasonal-
ity of wildfires varies spatially. As shown by Westerling
et al. (2003), wildfires in the Western United States
are strongly seasonal, with 94 percent of fires and 98
percent of area burned occurring between May and
October and peak fire activity occurring during July
and August. In the eastern United States, fire activity
is more frequent in spring and fall (Knapp, Estes, and
Skinner 2009). Whereas most states have a particular
time of the year for wildfires, wildfire season in Florida
is year-round.

For the GCM-driven current, GCM-driven future,
and NCEP-driven current climates, the spatial distri-
butions of the probability of the HI equal to or exceed-
ing a given category (i.e., HI > 2, 3, 4, 5, 6) are
examined for each of the RCM-GCM or RCM-
NCEP combinations. The probability for a specific
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month is simply the number of days in that month
when HI values equaled or exceeded a certain cate-
gory, averaged over all years in the simulation period
divided by the total number of days in the month. Cal-
culations were performed for each month of the year
but, to simplify the discussion, only the results from
March, August, and October, representing the spring,
summer, and autumn seasons, respectively, are pre-
sented. Although there are some variations within
each season, the differences are much smaller com-
pared to the interseasonal variability. Changes in the
distribution of high (HI > 5 or HI = 6) HI values,
indicating a greater potential for large and erratic fires,
are highlighted. Additionally, the percentage of days
with high values of the stability component (A = 3)
and the moisture component (B = 3) are examined
separately to evaluate their relative contributions to
changes in the HI.

Changes in the persistence of high (> 5) HI val-
ues are also considered, as long periods of consis-
tently high HI values are of special concern for fire
managers. Persistence is quantified by the number
of consecutive days with high HI values. The aver-
age length of all events as well as events longer
than a certain number of days are computed and
the changes in the average length of high HI
events are examined.

As not all of the model combinations are in the
same projection and grid setting, the HI values and
probabilities for each model combination were
resampled and reprojected from curvilinear grids to a
common rectilinear grid based on the grid setting of
the CRCM-ccsm simulations for further analysis. The
weighting method used in the interpolation is the sim-
ple inverse distance squared scheme, where nearby val-
ues exert more influence on the interpolated value.
The mean and standard deviation of the HI probabili-
ties were calculated for each grid point on the standard
grid. The standard deviation measures the spread of
the model projections and helps to assess the con-
sistency or the robustness of the results among
model combinations. Even though the sample size
is small, the resulting standard deviation maps pro-
vide an indication of where the different model
combinations have the most similar or dissimilar
values. It is important to bear in mind, though,
that model consensus should not be confused with
skill or reliability, as the RCM-GCM combinations
share similar numerical schemes and parameteriza-
tions and thus are not independent (Winkler,

Arritt, and Pryor 2014).

Results

As an HI value of 5 or 6 indicates a higher potential
of erratic fire behavior, only results for HI > 5 are pre-
sented here, even though HI values for all possible cat-
egories were calculated. Similarly, we focus on the
highest category of the A and B components in the
following discussion.

Percentage of Days with HI > 5
GCM-Induced Biases in Current Climate Simulations

As discussed earlier, RCM simulations driven by
GCMs contain errors generated not only by the
RCMs but also from the GCMs through boundary
conditions. On the other hand, RCM simulations
driven by NCEP reanalysis data, which are often
referred to as the perfect boundary condition
(Giorgi 2006), are assumed to contain errors only
from the RCMs. Thus, a comparison of GCM-
driven current climate simulations with NCEP-
driven current climate allows for an identification
of errors introduced by the GCMs. Figure 2 shows
the difference in the percentage of days with HI >
5 between the GCM-driven and NCEP-driven cur-
rent climate simulations. Red shading is associated
with positive GCM biases (larger simulated percen-
tages for the GCM-driven compared to NCEP-
driven model runs) and blue shading is associated
with negative GCM biases (GCM-driven simulation
percentages less than the NCEP-driven values).

Over most of the United States, GCM-induced
biases are greater during summer, in contrast to spring
and fall, when biases are generally within 15 percent.
Simulation results obtained with the same RCM but
different GCMs show more similarity than those
obtained with the same GCM but different RCMs.

Positive biases are observed across most of the
United States with the CRCM-ccsm and CRCM-
cgem3 simulations in August, with the largest biases
occurring in the Intermountain West and the South-
east. The CRCM-cgem3 simulation yielded negative
biases in the northern Plains and along the Texas
coast. The WRFG-cecsm and WRFG-cgecm3 simula-
tions also produced positive biases in the Intermoun-
tain West and negative biases in southern Texas, the
Pacific Northwest, and parts of the northern Plains. In
contrast, the RCM3-gfdl and RCM3-cgcm3 simula-
tions produced negative biases in the northern half of
the United States, especially in the northern Plains.
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Figure 2. Differences in percentage of days for HI > 5 in the United States for six model combinations between current and National Cen-
ters for Environmental Prediction climate for March (left column), August (center column), and October (right column). (Color figure

available online.)

Negative biases covered most of the United States,
with the exception of portions of the Southeast, for
the RCM3-gfdl simulation, whereas for the RMC3-
cgem3 simulation, negative biases occurred in the
northern half of the United States with positive biases
over much of the southern half except for southern
Texas, Louisiana, and Mississippi. In summary, there is
considerable spatial variation in the GCM-induced

biases for the different model combinations and across
seasons.

Spatial and Seasonal Variations in Frequency for the
GCM-Driven Current Climate

In general, the overall spatial and seasonal patterns
are similar, especially those of the two WRFG
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simulations, to the HI climatology generated from the
NCEP-NCAR and NARR reanalyses (Winkler et al.
2007; Lu et al. 2011). The simulations for all months
(not shown) indicate that the highest probability of
high HI values occurs in July and August across most
of the United States, with the lowest frequencies in
December and January.

Focusing on the frequencies of HI > 5 during
March, August, and October (Figure 3), the percent-
age of days with HI > 5 in the Western United States

M_ccsm

gem3  CRC

G _cesm CRCM_c

gcm3  WRF

WRFG_c

RCM3_gfdl

RCM3_cgem3

[ I
0 5

August

reaches 85 to 90 percent in August for most of the
GCM-driven simulations and generally falls below 30
percent during March and October. Smaller seasonal
variations are seen for the eastern and central United
States, although, like the Western United States, the
highest frequencies of HI > 5 occur in July (not
shown) and August.

During March and October, the frequency of HI >
5 is larger over much of the central and eastern United
States compared to the Western United States. The

October
RN
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Figure 3. Percentage of days for HI > 5 in the United States for six model combinations under current climate for March (left column),
August (center column), and October (right column). (Color figure available online.)
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CRCM-ccsm and CRCM-cgcm3  simulations  for
March and October generated similar probabilities in
the central and eastern United States with peak values
of nearly 50 percent over the High Plains (Figure 3).
For most of the Western United States, the two
CRCM runs generated probabilities ranging from 5 to
35 percent, with the CRCM-cgem3 probabilities about
5 to 10 percent higher than those for CRCM-ccsm.
The probabilities from the WRFG combinations are
generally similar, although the WRFG-ccsm values are
slightly lower compared to the other simulations for
the Western United States, and the probabilities for
the central and eastern United States from WRFG-
cgem3 are approximately 5 to 10 percent greater than
those from the CRCM-cgcm3, CRCM-cecsm, and
WREFG-ccsm simulations. The simulations for RCM3
have lower percentages across the domain, especially
in the Midwest, compared to those for the other two
RCMs. A possible reason for this difference is the
much coarser vertical resolution in RCM3 (eighteen
levels vs. twenty-nine in CRCM and thirty-four in
WREFG), which would affect the accuracy of the lapse
rate calculation as indicated by Factor A of the HI.
The spatial patterns for the two RCM3 simulations
also differ somewhat, with the highest values found
in March in the southern Plains (Texas and Okla-
homa) and in October from the southern Plains
eastward along the Gulf Coast and northeastward
into Arkansas and Missouri, whereas the highest
values for the other RCM combinations are found
in the High Plains, extending from eastern Mon-
tana to southern Texas.

During August, the two CRCM simulations and two
WREG simulations generally produced higher proba-
bilities of HI > 5 than the two RCM3 runs (Figure 3).
Although all six model combinations display only
modest differences for the central Rockies (western
Colorado), southwestern United States, and the Cali-
fornia coast, substantial between-simulation differen-
ces are observed for the eastern half of the United
States. The CRCM simulations generated the highest
percentages in the southern Plains and along and
north of the Gulf Coast, whereas the WRFG simula-
tions generated the highest probabilities in the central
and northern Plains. The highest probabilities for the
RCM3 simulations are found in northern Texas and
Oklahoma, somewhat similar to the spatial pattern for
the WRFG simulations, but the probabilities are much
lower. Lower probabilities are also found for the
RCM3 simulations over much of the Midwest and
Gulf coastal region. For a particular RCM, the

differences in probabilities were small between the
simulations driven by different GCMs. For example,
the probabilities generated by the CRCM-ccsm simu-
lation were 5 to 10 percent higher over the central
and eastern United States compared to those from the
CRCM-cgem3 simulation.

In short, for the same model run, the frequency
of HI > 5 exhibits similar spatial patterns in spring
and fall, which can differ considerably from the
spatial pattern in summer. The differences among
model combinations are also smaller in spring and
fall than in summer when large differences among
model combinations are observed, especially in the
High Plains and along the Gulf Coast. The proba-
bilities are smaller for RCM3 simulations compared
to those of the other model runs. Larger differences
are produced when different RCMs are used for the
simulations compared to when different GCMs are
used.

Projected Future Changes

The simulated future HI climatology (Figure 4)
for a particular RCM-GCM combination has very
similar spatial patterns to the corresponding clima-
tological pattern for the GCM-driven current cli-
mate simulation (Figure 3). The highest and lowest
percentages are generally found in the same areas,
suggesting that the regions currently experiencing
atmospheric conditions most conducive to extreme
or erratic fire behavior will likely experience those
conditions in the future also. Seasonal variations
are also similar for the future and current climates.
To better illustrate changes in probability, the dif-
ferences in the percentage of days with HI > 5
between GCM-driven current and future climates
(GCM-driven future minus GCM-driven current)
were calculated for the six model combinations
(Figure 5). The red (blue) shading depicts higher
(lower) future probabilities of HI > 5 compared to
the current climate.

The magnitudes of the projected changes are
smaller for March and October compared to
August, with projected changes within +10 percent
for both months. The only exception is the RCM-
cgem3 simulation, which projects a more than 20
percent increase over the central United States in
October. There are considerable differences
between models in the spatial patterns of the pro-
jected change, however, especially for the Great
Lakes region in March and the northern and
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Figure 4. Percentage of days for HI > 5 in the United States for six model combinations under future climate for March (left column),
August (center column), and October (right column). (Color figure available online.)

central Plains in October, with some simulations
projecting a greater future fire risk and others sug-
gesting a smaller risk.

All of the model combinations project a higher
probability of HI > 5 during August over most of
the United States under future climate conditions.
The largest increases (25-35 percent) for the
CRCM-ccsm and CRCM-cgem3  simulations  are
found in Arizona and New Mexico. Most other
areas have increases around 10 to 20 percent,

although some slight decreases are observed for
both simulations over parts of the northwestern
United States. For the two WRFG-driven simula-
tions, lower future probabilities are projected for
the northern Plains and southern Texas, with
higher risk projected elsewhere. The WRFG-ccsm
simulation also suggests decreased fire risk for the
Pacific Northwest, whereas lower probabilities are
found in California, the Carolinas, and Georgia for
the WRFG-cgcm3 simulation. Most other regions
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Figure 5. Change in percentage of days for HI > 5 in the United States for six model combinations between current and future climate for
March (left column), August (center column), and October (right column). (Color figure available online.)

exhibit increases between 10 and 25 percent. The
RCM3 simulations also project increased probabili-
ties over most of the United States, except for the
northern Plains, where a decrease is simulated by
the RCM3-gfdl combination.

To assess the agreement among model combina-
tions, Figure 6 shows the standard deviation and
mean values of the percentage of days with HI > 5
during August for all six model combinations for

the GCM-driven current and future climates and
the differences between them. For both the GCM-
driven current and future climates, the greatest
intermodel differences in the percentage of days
with HI > 5 are found in the Midwest, the north-
ern Plains, and along the Gulf Coast. The greatest
disagreement in the projected future changes is
found in parts of the Midwest, the Southeast, and
the Southwest.
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Figure 6. Mean (contour) and standard deviation (shading) of
percentage of days for HI > 5 in the United States for six model
combinations for current climate (upper), future climate (center),
and difference between current and future climate (lower) during
August. The mean is contoured from O to 100 by ten intervals for
current (upper) and future (center) climate and from —10 to 20 by
three intervals for the change between current and future climate
(lower). The standard deviation is colored from -5 to 50 by five
intervals for current (upper) and future (center) climate and from
—1 to 15 by one interval for the change between current and future
climate (lower). (Color figure available online.)

The A and B Components

As the HI is composed of a stability factor (A) and a
moisture factor (B), it is helpful to determine the rela-
tive contribution of each factor to the projected
changes in the percentage of days with high HI.

Changes in the percentage of days with A = 3
between the GCM-driven current and future cli-
mate simulations are presented in Figure 7. The
projected changes in the frequency of days with
A = 3 for March and October are generally within
+15 percent. During March, the two RCM3 simula-
tions show increases over most of the United
States, whereas the WRFG-cgem3 projects a large-
scale decrease in frequency. The other three simula-
tions display greater regional differences in the sign
of the projected changes, with generally increased
probability of A = 3 for the Great Lakes region
and the Midwest and decreased frequency in the
Great Plains and the Intermountain West. For
October, the CRCM-cgem3 and RCM3-cgecm3 sim-
ulations yielded increased probabilities over most of
the United States, whereas the other model combi-
nations display considerable spatial variability. For
August, almost all of the model combinations proj-
ect an increase in the percentage of days with A =
3 across much of the United States, with the pri-
mary exception being the Pacific coast. In addition,
the WRFG-ccsm, WRFG-cgecm3, and RCM3-gfdl
simulations project decreased probabilities over the
north central United States.

Changes in the percentage of days with B = 3
between the GCM-driven current and future cli-
mate simulations are presented in Figure 8. The
projected changes for March and October are gen-
erally within £20 percent, although the spatial pat-
tern of the differences varies greatly among the six
model combinations. The two WRFG simulations
yielded negative changes for March across much of
the United States, whereas for the other simula-
tions a projected decrease in the frequency of days
with B = 3 was generally limited to New England,
the northern Midwest, and the Intermountain
West. During October, the CRCM-cgem3, WRFG-
cgcm3, and RCM3-cgcm3 simulations projected an
increased frequency of days with B = 3 across most
of the United States, whereas the other model com-
binations yielded more spatial variability. The gen-
eral trends in the B component in August are more
consistent among the different simulations com-

pared to March and October. All of the model
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Figure 7. Change in percentage of days for A = 3 in the United States for six model combinations between current and future climate for
March (left column), August (center column), and October (right column). (Color figure available online.)

combinations except for WRFG-cgcm3 project an
increased frequency of days with B = 3 over most
of the United States. The WRFG-ccsm simulation
projects the largest positive changes (~40 percent),
whereas the largest negative changes (~20 percent)
are observed for the WRFG-cgcm3 simulation.
These large projected changes, especially in con-
trast to those for the A component, suggest that
the B component contributes more to the projected

future increase or decrease in the probability of

high HI for August.

Persistence of High HI Events

The persistence of high HI days is also an important
consideration for fire management. Here, the persis-
tence or the length of an event is determined by the
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Figure 8. Change in percentage of days for B = 3 in the United States for six model combinations between current and future climate for
March (left column), August (center column), and October (right column). (Color figure available online.)

number of consecutive days with HI > 5. The average
length of all events as well as events longer than five,
thirteen, and twenty-one days is computed for the
GCM-driven current and GCM-driven future climate
simulations and the results are compared. The results
are shown for August only to represent summer season,
as prior climatological analyses (Winkler et al. 2007;
Lu et al. 2011) indicate that high HI values and long
events are more frequent in summer.

Projected changes in the average length of all
HI > 5 events in August, as generated by the GCM-
driven current versus GCM-driven future climate
simulations, are shown in Figure 9. The average
length is projected to increase by two to five days for
many regions of the United States. The two CRCM
simulations and the WRFG-ccsm and RCM3-cgem3
simulations project greater increases in the length of
HI > 5 events compared to the WRFG-cgecm3 and
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Figure 9. Change of average length of events with HI > 5 for August between current and future climate. (Color figure available online.)

RCM3-gfdl simulations. The largest increases (about
nine to twelve days) for the CRCM-ccsm simulation
are found for the Intermountain West, whereas the
CRCM-ccsm, CRCM-cgecm3, and RCM3-cgem3 sim-
ulations project substantially longer events in Texas
and Oklahoma. The two WRFG simulations and the
RCM3-gfdl simulation suggest decreases in the length
of HI > 5 events on the order of one to three days
over the northern Plains. Based on the mean and stan-
dard deviation of the future changes in HI duration
(Figure 10), the models exhibit the largest discrepan-
cies in the southern part of the Intermountain West
and the southern Plains (Figure 10).

The average length of persistent high HI events
that last longer than five, thirteen, and twenty-one
days (events longer than one to thirty days were cal-
culated but shown selectively) during August are pre-
sented in Figures 11 through 13, respectively. The
projected changes in the average length of high HI
events lasting longer than five, thirteen, or twenty-
one consecutive days exhibit similar spatial patterns
despite different thresholds of consecutive days

(Figures 11-13). For most of the United States, the
average length of these long events is projected to
increase by one to four days under future climate con-
ditions but, as can be expected, the magnitude of the
increase becomes less as the threshold of consecutive
days increases. For events longer than twenty-one
days, many areas of United States are still projected
to experience slight increases (zero to two days on
average) in their frequency. These results suggest that
not only could the percentage of high HI days
increase in the future but the high HI events might
have a longer duration. Additionally, regions with an
increased number of summer days with high HI val-
ues are likely to also have longer consecutive high HI
days.

Discussion

The HI was selected for this study for a number of
reasons. First, this fire weather index was designed for
detecting atmospheric conditions prone to extreme
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Figure 12. Change in average length of events longer than thirteen days with HI > 5 for August between current and future climate. (Color

figure available online.)

fire behavior. Second, HI is considered a regional-
scale index because it is not sensitive to local condi-
tions and can thus be used to provide an important
perspective of the risk for wildfires to become large
and erratic over a large region (Heilman and Bian
2007). Third, by considering both atmospheric stabil-
ity and dryness, the HI is more informative than
indexes that only consider stability or moisture alone.
Finally, the HI is straightforward and convenient and
has been widely used in operational fire weather fore-
casting. The HI also has its limitations, however. The
lack of consideration of wind and turbulence in the
lower atmosphere is a major limitation. The delinea-
tion of the boundaries of the low, mid, and high var-
iants is rather subjective (Haines 1988; Winker et al.
2007), often resulting in unsmoothed transitions or
discontinuities in HI values across the boundaries
between the different variants. The HI can also
become “saturated” in regions with typically hot, dry
Mediterranean or arid climates (McCaw et al. 2007),

prompting the recent proposal of a continuous HI
(C-HAINES; Mills and McCaw 2010). Others (e.g.,
Heilman and Bian 2007) have recommended that the
HI be combined with other indicators of atmospheric
conditions, such as turbulent kinetic energy, to
increase its effectiveness.

This study features the use of simulations from mul-
tiple combinations of RCMs driven by GCMs made
available recently by NARCCAP. With their finer res-
olution, which allows for a better representation of fac-
tors such as topography and land cover, RCMs can
describe climate feedback mechanisms acting at the
regional scale (Intergovernmental Panel on Climate
Change [IPCC] 2007). Previous studies concerning
the impact of climate change on wildfire activity have
generally employed one (Brown, Hall, and Westerling
2004) or several (Flannigan, Stokes, and Wotton
2000; Flannigan et al. 2005) coarse-resolution GCMs
or a single RCM (Liu, Goodrick, and Stanturf 2013).
The multimodel ensemble approach (based on six
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Figure 13. Change in average length of events longer than twenty-one days with HI > 5 for August between current and future climate.
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model combinations, namely, CRCM-ccsm, CRCM-
cgcm3, WRFG-ccsm, WRFG-cgem3, RCM3-gfdl, and
RCM3-cgecm3) employed in this study was adopted to
increase reliability and to better depict uncertainty.
Although there is considerable spatial variation in the
projected changes for March and October, all model
combinations consistently project an increase in the
frequency of occurrence of atmospheric conditions
favoring large and erratic wildfires for most of the
United States in August, building more confidence
into these results. One limitation, however, is that all
model combinations were forced with the A2 scenario,
which is on the higher end of the greenhouse gas emis-
sions scenarios. Additional emissions scenarios should
be considered in future analyses to address uncertainty
in the projections arising from different emissions
trajectories.

The spatial patterns of the GCM-driven HI clima-
tology for the current climate are generally in good
agreement with those of the reanalysis-derived HI

climatology (Winkler et al. 2007; Lu et al. 2011). Fur-
thermore, because the spatial patterns remain similar
between the GCM-driven current and future HI cli-
matologies, it is likely that the regions currently
experiencing atmospheric conditions most conducive
to extreme wildfires will also experience them in the
future.

The results are generally dependent on which com-
bination of RCM and GCM is used. Model combina-
tions with the same RCMs for the most part produce
more similar spatial patterns than model combinations
with the same GCMs, implying that the differences
among the model combinations are caused mainly by
different RCMs rather than by different GCMs. Not-
withstanding, the differences caused by GCMs can be
large as well. The strong dependency of the regional
projections on the specific RCM calls for extreme cau-
tion when interpreting results from a single RCM for a
specific location. One direction for future study is to
examine the similarities and differences among the
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model combinations more closely and to validate the
current climate simulations against actual fire occur-
rence and fire spread data to assess where a certain
model or model combinations perform best. Further-
more, the mechanisms driving the change in fire
potential between the current and future climate need
to be studied in more detail. Another future research
direction is to examine for locations where climate
data are available, whether the RCM simulations
improve on the estimates of future change obtained
from applying statistical downscaling directly to GCM
output, or whether the application of statistical down-
scaling to the RCM simulations would help reduce the
biases in the RCM simulations.

Other factors not considered in this study, such
as land-use and land-cover change (LULCC), can
also directly impact fuels and thus change fire
behavior. LULCC could also affect fire weather
and climate by changing carbon fluxes and green-
house gas emissions and altering atmospheric com-
position and radiative forcing properties (IPCC
2007). Climate modeling strategies for predicting
future climate conditions typically treat land use
and land cover as static or unchanging due mainly
to the lack of reliable LULCC projections (Stan-
ton et al. 2012). Given the substantial influence
that LULCC can have on fuel and atmospheric
conditions, models used to project future condi-
tions for fire weather and fire behavior might need
to incorporate the LULCC factor.

Conclusions

The HI serves as a straightforward and useful tool
for indications of atmospheric conditions that are con-
ducive to extreme or erratic fire behavior. In this
study, the potential change in the frequency of occur-
rence of high HI values (and thus the potential for
extreme fire behavior) and the length of consecutive
days with high HI values over the contiguous United
States are examined using the NARCCAP simula-
tions. Specifically, the study employs NARCCAP sim-
ulations of the current climate and future climate from
six different RCM-GCM combinations representing
three RCMs (CRCM, WRFG, and RCM3) and three
GCMs (CCSM, CGCM3, and GFDL). In addition,
RCM runs driven by the NCEP reanalysis for the cur-
rent climate are used to help identify errors introduced
by the GCMs.

The spatial patterns and seasonal variations for
the percentage of days with HI > 5 across the
United States for the six model combinations are
found to be very similar between the current and
future climate conditions, suggesting that the
regions that are currently experiencing higher
potential for large and erratic wildfires due to
favorable atmospheric conditions alone would con-
tinue to do so in the future. Despite GCM biases,
the simulation results suggest that most regions of
the United States might see an increase in the
percentage of days with HI > 5 during the sum-
mer season by midcentury. The simulations also
suggest that the average duration of HI > 5 epi-
sodes in the summer might be longer under future
climate conditions compared to current climate
conditions for most of the United States. Further
analysis indicates that the moisture component of
the HI contributes more to the projected changes
than the stability component. Several key regions
(Intermountain West, High Plains, and Gulf Coast
region) with high potential for large and erratic
fires in the future were identified, and this infor-
mation could be used by fire and land managers
for the purpose of long-term planning and design-
ing strategies for climate change adaptation. Dis-
crepancies occur among the projections from the
six model combinations for spring and fall, which
limits confidence in future changes for these sea-
sons. The results also show that the HI climatol-
ogy patterns from simulations using the same
RCM are more similar than those using the same
GCM. The projected future changes need to be
interpreted in terms of the limitations of the HI
and with respect to the limitations of the regional
and global climate models.
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