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Abstract

Nearest neighbors techniques calculate predictions as linear combinations of observations for a selected number of population units in a sample that are most similar, or nearest, in a space of auxiliary variables to the population unit requiring the prediction. Nearest neighbors techniques have been shown to be particularly effective when used with forest inventory and remotely sensed data. Recent attention has focused on developing an underlying foundation consisting of diagnostic tools, inferential extensions, and techniques for optimization.

1. Introduction

Nearest neighbors techniques are multivariate, non-parametric approaches to estimation. Population unit predictions are calculated as linear combinations of sample observations for units that are nearest or most similar in a space of auxiliary variables to units for which predictions are desired. Nearest neighbors techniques have received considerable attention for areal estimation and mapping of forest attributes, particularly when used with forest inventory and remotely sensed data. Eskelson et al. (2009) reviewed applications that impute missing values in forestry databases, and McRoberts (2012) reviewed the variety of scientific applications and the current state of the art for continuous response variables, and provided a catalog of international forestry applications.

Implementation of nearest neighbors techniques requires choices for three parameters: (1) a value for k, the number of nearest neighbors, (2) a scheme for weighting neighbors when calculating predictions, and (3) a distance or similarity metric. The choices are often guided by assessments of results obtained for various combinations of parameters which, in turn, rely on diagnostics related to the quality of predictions, analysis of residuals, extrapolations, inferences, and ease of implementation. The term k-Nearest Neighbors (k-NN) is generic and is used to refer to nearest neighbors techniques regardless of the number of neighbors, weighting scheme, or distance metric. Variations such as Most Similar Neighbor (MSN) (Moeur & Stage, 1995) and Gradient Nearest Neighbor (GNN) (Ohmann & Gregory, 2002) are simply k-NN using different distance metrics.

The popularity of k-NN for use with forest inventory and remotely sensed data motivated a workshop on k-NN applications under the auspices of COST Action FP1001. COST (European Cooperation on Science and Technology) is a European framework for promoting and facilitating scientific cooperation among European scientists and researchers (COST, 2014). COST Action FP1001 focused on European approaches for using multi-source national forest inventory (NFI) data to improve information on the potential supply of wood resources (COST FP1001, 2014). Within the Action, Working Group 1 focused on harmonizing NFI estimates obtained using different sampling designs and estimation techniques; Working Group 2 focused on improving estimates of wood resources by combining NFI and remotely sensed data; and Working Group 3 focused on inventory volume and consumption information. Working Group 2 conducted a comprehensive review of the k-NN literature and summarized the results with respect to multiple features including response variables, auxiliary variables, distance metrics, accuracy measures, and most cited publications. In addition, a tutorial in the form of a series of lectures on the use and optimization of nearest neighbors techniques for forest inventory applications was presented at a Task Force meeting of Working Group 2 in Dublin, Ireland, 17–19 September 2013.

The overall objectives of the study were to document and articulate further the principles and techniques presented in the Task Force lectures using an empirical example. The context for the example was...
estimation of mean aboveground biomass (AGB) per unit area as the response variable using the k-NN technique with forest inventory and airborne laser scanning (ALS) data. The specific technical objectives focused on techniques for optimizing the k-NN technique for the purpose of increasing the accuracy and precision of the estimate of mean AGB per unit area.

2. Data

The study area was in the municipalities of Åmot and Stor-Elvdal in Hedmark County, Norway (Fig. 1), and was defined as the geographic area represented by the 1259-km² portion of the Latin Square sampling design used by the Norwegian NFI that was inventoried between 2005 and 2007 (Tomter, Hylen & Nilsen, 2010). The dominant tree species in the study area are Norway spruce (Picea abies (L.) Karst,) and Scots pine (Pinus sylvestris L.). Field measurements were acquired for 145 circular, 250-m², Norwegian NFI field plots measured between 2005 and 2007. On each plot, all trees with a diameter at-breast-height (dbh, 1.3 m) of at least 5 cm were callipered. The biomass of each sample tree was estimated using species-specific statistical models with species, dbh, and height as independent variables (Braastad, 1966; Brantseg, 1967; Vestjordet, 1967). Plot-level AGB was estimated as the sum of biomass estimates for individual trees on the plot, scaled to a per unit area basis, and considered to be an observation without error (McRoberts & Westfall, 2014). A variogram analysis indicated no meaningful spatial correlation among AGB observations for different plots. Differential Global Navigation Satellite Systems (GPS and Russian GLONASS) were used to determine the locations of plot centers to sub-meter accuracy.

ALS data acquired between 15 July 2006 and 12 September 2006 from a height of approximately 1700 m and with an average aircraft speed of 75 m/s produced an average density of 0.7 pulses/m². The study area was tessellated into 250-m² squares that served as population units and that were of the same area as the plots. For each plot and population unit, height distributions were estimated for first echoes with heights greater than 2 m, and two sets of ALS metrics were calculated (Gobakken & Næsset, 2008). Heights corresponding to the 10th, 20th, ..., 100th percentiles of the distributions were denoted h_{10}, h_{20}, ..., h_{100}, respectively. Canopy densities were calculated as the proportions of echoes with heights greater than 0%, 10%, ..., 90% of the range between 2 m above the ground and the 95th percentile height and denoted d_0, d_{10}, ..., d_{90}, respectively.

3. Nearest neighbors techniques

3.1. Terminology and notation

For notational purposes, Y commonly denotes a possibly multivariate vector of response variables, and X denotes a vector of auxiliary variables with observations for all population units. In the terminology of nearest neighbors techniques, the auxiliary variables are designated feature variables; the space defined by the feature variables is designated the feature space; the set of sample population units for which observations of both response and feature variables are available is designated the reference set and is denoted R with size denoted n; and the set of population units for which predictions of response variables are desired is designated the target set and is denoted U with size denoted N. All population units for both the reference and the target set are assumed to have a complete set of observations for all feature variables.

For continuous response variables such as AGB, the nearest neighbors prediction, \( \hat{y}_i \), for the ith target unit is calculated as,

\[
\hat{y}_i = \sum_{j=1}^{k} w_{ij} y_j
\]

where \( \{y_j, j = 1, 2, ..., k\} \) is the set of response variable observations for the k reference set units that are most similar or nearest to the ith target
unit in feature space with respect to a distance metric, \(d\), and \(w_{ij}\) is the weight assigned to the \(j\)th nearest neighbor with \(\sum_{j=1}^{k} w_{ij} = 1\). For categorical variables such as forest/non-forest and forest type, the predicted class of the \(i\)th target unit is the most heavily weighted class among the \(k\) nearest neighbors, a weighted median or mode in case of ordinal scale variables, and a mode in the case of nominal variables.

### 3.2. Optimization

#### 3.2.1. Leave-one-out analyses

A common approach for optimizing and assessing k-NN results in the reference set is through use of the leave-one-out technique (Lachenbruch & Mickey, 1986). With this technique, each reference set unit is deleted in sequence and predicted using the remaining reference set units. The leave-one-out technique shares features with the jackknife technique and is a nearly unbiased error estimator (Elisseef & Pontil, 2002). Common metrics for assessing results with the leave-one-out technique are based on the sum of squared differences between reference set observations and predictions for continuous response variables or overall accuracy for categorical response variables.

#### 3.2.2. Number of neighbors, \(k\)

The value of \(k\) may be selected to optimize multiple criteria either individually or in combination. For k-NN variations that permit \(k > 1\), smaller values of \(k\) are generally preferred as a means of reducing complexity and computational intensity. However, caution must be exercised when selecting small values of \(k\) because such values may yield root mean square errors that are greater than the standard deviations of the response variable observations, meaning that the overall mean as a prediction for every target unit would better maximize accuracy than the k-NN predictions.

The most intuitive approach is to select the value of \(k\) that optimizes a criterion, \(C\) (e.g., prediction error, class accuracy), in the reference set as assessed using the leave-one-out technique. When the relationship between the response and feature variables is weak and when the reference sets are large, the value of \(k\) that optimizes \(C\) is often large. However, the \(C\) versus \(k\) curve is often relatively flat in the vicinity of the optimal value of \(k\) so that a smaller value may be selected with no appreciable adverse impact on \(C\). McRoberts, Nelson and Wendt (2002) proposed selecting the smallest value of \(k\) for which \(C\) does not differ by more than a pre-selected percentage (1% or 5%) from the optimal value of \(C\).

#### 3.2.3. Neighbor weighting

The most common approach to weighting neighbors in the calculation of predictions is to weight neighbors inversely proportional to a power of the distance, \(d_{ij}\), between the \(j\)th reference unit and the \(i\)th target unit,

\[w_{ij} \leq d_{ij}^t\]

where \(t \leq 0\). Commonly, albeit arbitrarily, selected values are often \(t = 0\), or \(t = -1\). Other than McRoberts (2012), no reports of attempts to optimize the selection of \(t\) are known.

#### 3.2.4. Distance metrics

Many familiar distance metrics can be expressed in matrix form as,

\[d_{ij} = \left[ (X_i - X_j)M(X_i - X_j)^{\text{T}} \right]^{1/2}, \tag{2}\]

where \(i\) denotes a target unit for which a prediction is desired, \(j\) denotes a reference unit, \(X_i\) and \(X_j\) are vectors of observations of feature variables, and \(M\) is a square, positive definite matrix. When \(M\) is the identity matrix, Euclidean distance results; when \(M\) is a non-identity diagonal matrix, weighted Euclidean distance results; and when \(M\) is the inverse of the covariance matrix of the feature variables, Mahalanobis distance results. Metrics based on canonical correlation and canonical correspondence can also be expressed in matrix form (LeMay & Temesgen, 2005; Ohmann, Gregory & Roberts, 2014).

When considering nearest neighbors distance metrics, two feature space properties are particularly relevant. The first property, characterized by Bellman (1961) as the **curse of dimensionality**, is that the multi-dimensional size of feature space increases exponentially as the number of feature variables increases linearly. Important detrimental consequences follow as the dimension of feature space increases: (i) nearest neighbors are at greater distances from target units (Schaal, Vijayakumar & Atkeson, 1998); (ii) the distance to the nearest neighbor approaches the distance to the farthest neighbor (Beyer, Goldstein, Ramakrishnan & Shaft, 1998) which mitigates the beneficial effects of distance-based neighbor weighting; and (iii) extrapolations beyond the ranges of the feature variables in the reference set are more probable (McRoberts, 2009).

The second property is that inclusion of feature variables that are unrelated to the response variables has detrimental effects. Langley and Iba (1993) and Blum and Langley (1997) characterize such feature variables as *irrelevant*. Unlike regression analyses for which irrelevant variables usually have little effect on predictions because their corresponding coefficient estimates are often not statistically significantly different from zero, irrelevant feature variables introduce randomness into nearest neighbor distances, thereby introducing randomness into the selection of nearest neighbors which, in turn, results in selection of spurious neighbors and less accurate predictions. Langley and Iba (1993) showed that, on average, the size of the reference set necessary to obtain a specified level of accuracy grows very fast with increases in the number of irrelevant feature variables. Thus, optimization of nearest neighbors distance metrics must consider reducing the number of feature variables, particularly by eliminating irrelevant feature variables.

The two primary approaches to reducing the adverse effects of the curse of dimensionality and irrelevant feature variables are reduction of the number of feature variables and weighting feature variables in proportion to their relevance in the distance metric. Dimension reduction techniques, also characterized as feature selection, are of two kinds: transformations based on techniques such as principal components and canonical correlation analysis and selection of a subset of feature variables that optimizes a selected criterion. Genetic algorithms (GAs) (Holland, 1975) have been used both to select subsets of feature variables and to weight them. GAs are adaptive heuristic search algorithms that simulate evolutionary processes in natural selection by intelligently exploiting random searches within defined search spaces. For nearest neighbors applications, GAs start with a randomly selected set of values for the elements of \(M\) and then use genetic operators such as inheritance, selection, mutation, and crossover to find values that optimize a selected criterion. Tomppo and Halme (2004), McRoberts (2008), Tomppo, Gagliano, De Natale, Katila and McRoberts (2009), and Holopainen et al. (2010) all illustrate the use of GAs to determine the optimal elements for weighted Euclidean distance represented by diagonal matrices, \(M\).

#### 3.3. Inference

Prediction techniques such as k-NN are often used only to describe relationships among variables and to construct maps. Although maps, and the prediction techniques on which they depend, may be useful for depicting an estimate of the spatial distribution of a resource, maps make no statements regarding parameters related to the resource. Further, map accuracy measures convey no direct information regarding the precision or accuracy of the estimates of parameters obtained by aggregating map predictions (McRoberts, 2011). For inventory purposes, the ultimate objective is an inference for a population parameter. The Oxford English Dictionary defines inference as "to accept from evidence
or premises (Simpson & Weiner, 1989). In a sampling framework, inference requires expression of the relationship between a population parameter, \( \mu \), and its estimate, \( \hat{\mu} \), in probabilistic terms (Dawid, 1983). For estimation purposes, these expressions take the form of confidence intervals,

\[
\hat{\mu} \pm t_{1-\alpha} \cdot \sqrt{\text{Var}(\hat{\mu})},
\]

where \( 1 - \alpha \) denotes the probability that confidence intervals constructed in this manner include the true value of the parameter. Two approaches to inference are relevant for k-NN applications, probability- or design-based inference and model-based inference.

3.3.1. Probability-based inference

Probability-based inference, also characterized as design-based inference, is based on three assumptions: (1) population units are selected for a sample using a probability-based randomization scheme, (2) the probability of selection for each population unit is positive and known, and (3) the observation of the response variable for each population unit is a constant or fixed value. Estimators are derived to correspond to sampling designs and are typically unbiased, meaning that the expectation of estimates over all possible samples that could be obtained with the sampling design is the true value of the population parameter. However, the estimate obtained with any particular sample could still deviate substantially from the true value.

Hansen, Madow and Tepping (1983) apparently coined the term probability-based as an alternative to the more familiar term design-based. Because the basis for inference is not just a design for sampling, but rather a probability-based design, the term probability-based is considered by some to better characterize the basis for inference. Probability-based, model-assisted estimators use models based on auxiliary data to enhance inferences but rely on probability samples for validity. Baffetta, Fattorini, Franeschi and Corona (2009) and Baffetta, Corona and Fattorini (2011) illustrate probability-based, model-assisted inference using the k-NN technique. For this study, the model-assisted regression estimators described by Särndal, Swensson, and Wretman (1992, Section 6.5) were used,

\[
\hat{\mu} = \frac{1}{N} \sum_{i=1}^{N} \hat{y}_i - \frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - \mu_i),
\]

and

\[
\text{Var}(\hat{\mu}) = \frac{1}{n(n-1)} \sum_{i=1}^{n} (\hat{y}_i - \mu_i)^2.
\]

The first term of Eq. (4) is simply the mean of k-NN predictions over all population units, and the second term is an estimate of bias which, when subtracted, compensates for systematic prediction error.

3.3.2. Model-based inference

With model-based inference, as with probability-based, model-assisted inference, a model is used to calculate predictions for population units. However, model-based inference is based on a different set of assumptions: (1) for each population unit, the observation of the response variable is a random realization from a distribution of possible values, rather than a constant value as is the case for probability-based inference, and (2) randomization enters through the realization of observations rather than from selection of population units into a sample. Validity for model-based inference resides in correct model specification, not a probability sample. Thus, an important advantage of model-based inference is that probability samples are not necessary, although they may be preferable. This advantage makes model-based inference particularly appealing for small areas and for remote inaccessible areas for which sufficiently large probability samples are not possible. In addition, with model-based inference, variances can be estimated for all population unit predictions which is not the case for probability-based inference. A disadvantage is that no simple compensation for systematic model prediction error is included in the estimator. Thus, careful assessment of correct model-specification is crucial.

With model-based inference, the mean and standard deviation of \( Y \) for the ith population unit are denoted \( \mu_i \) and \( \sigma_i \), and an observation is denoted,

\[
y_i = \mu_i + e_i,
\]

where \( e_i \) is the deviation of the observation from the mean of its distribution. The estimator of \( \mu_i \) is \( \hat{\mu}_i \) from Eq. (1), and the estimator of the population mean is,

\[
\hat{\mu} = \frac{1}{N} \sum_{i=1}^{N} \hat{\mu}_i.
\]

McRoberts, Tomppo, Finley and Heikkinen (2007) derived parametric estimators for \( \sigma^2 \) and \( \text{Var}(\hat{\mu}) \) that accommodate spatial correlation among reference set observations. In the absence of spatial correlation, as is the case for this study, and for \( t = 0 \),

\[
\hat{\sigma}^2 = \frac{\sum_{i=1}^{k} (\hat{y}_i - \hat{\mu}_i)^2}{k-1}
\]

The general form of a model-based estimator of the variance of \( \hat{\mu} \) is,

\[
\text{Var}(\hat{\mu}) = \frac{1}{N^2} \left[ \sum_{i=1}^{N} \text{Var}(\hat{\mu}_i) + 2 \sum_{i < j} \sum_{i \in U} \text{Cov}(\hat{\mu}_i, \hat{\mu}_j) \right]
\]

(McRoberts, 2006, 2009). The covariance between estimates of the ith and jth means, \( \hat{\mu}_i \) and \( \hat{\mu}_j \), may be estimated as,

\[
\text{Cov}(\hat{\mu}_i, \hat{\mu}_j) \approx \frac{m_0 \sigma_i \sigma_j}{k^2},
\]

where

\[
\text{Var}(\hat{\mu}_i) = \text{Cov}(\hat{\mu}_i, \hat{\mu}_i),
\]

and \( m_0 \) is the number of nearest neighbors common to the predictions for both the ith and jth population units. If the ith and jth population unit predictions share no common nearest neighbors, \( \text{Cov}(\hat{\mu}_i, \hat{\mu}_j) = 0 \).

The parametric approach to model-based variance estimation is complex, and because Eq. (9) requires double summations over all population units, it is also computationally intensive. Resampling estimators such as the bootstrap are well-suited for complex and non-parametric applications. McRoberts, Magnussen, Tomppo and Chirici (2011) and McRoberts (2012) described a bootstrapping approach characterized as bootstrapping pairs that entails randomly drawing samples with replacement from the reference set using a sampling design that mimics the original sampling (Efron & Tibshirani, 1994). For each bootstrap sample, b, the k-NN technique is applied to predict the response variable for each population unit, and the estimate of the population mean is calculated as \( \hat{\mu}_b^{\text{Boot}} \) using Eq. (7). The overall bootstrap estimator of the population mean, \( \hat{\mu} \), is,

\[
\hat{\mu} = \frac{1}{B} \sum_{b=1}^{B} \hat{\mu}_b^{\text{Boot}},
\]
with variance estimator,

$$\text{Var}\left(\bar{\mu}_{\text{boot}}\right) = \frac{1}{B-1} \sum_{b=1}^{B} \left(\bar{\mu}_{b}^{\text{boot}} - \bar{\mu}_{\text{boot}}\right)^2,$$

(12)

where B is the total number of bootstrap samples. Of importance, B must be large enough that both $$\bar{\mu}_{\text{boot}}$$ and $$\text{Var}\left(\bar{\mu}_{\text{boot}}\right)$$ stabilize.

### 3.4. Diagnostics

McRoberts (2009) reported k-NN diagnostic tools for univariate response variables. Unlike prediction techniques such as regression, no k-NN predictions can be smaller or larger than the smallest or largest observations in the reference set. One consequence, particularly for large values of k, is that when using the leave-one-out technique in the reference set, predictions corresponding to the smallest observations are too large and predictions corresponding to the largest observations are too small. The degree to which this lack of fit phenomenon affects overall estimation should not be ignored. An appropriate diagnostic is a graph of observations versus predictions.

The lack of fit problem may be exacerbated when predictions must be extrapolated in the target set beyond the range of the feature variables in the reference set. McRoberts (2009, Section 6.4) illustrates several diagnostics to assess the degree to which extrapolations may be a problem.

Outliers are defined as observations that differ from other observations to such a degree that they raise questions as to whether they are from a different population, whether sampling is faulty, or whether excessive measurement error is involved (Kendall & Buckland, 1982). For k-NN techniques, the adverse effects of outliers may be more serious than for other prediction methods. For example, with regression, the prediction for a particular population unit is based on parameter estimates obtained using observations for the entire sample, whereas for k-NN, the prediction for a particular population unit is based on only a small subset of the sample. Thus, the effects of a single outlier may be substantial, particularly if the outlier is frequently selected as a neighbor and if k is small.

When spatial data are combined from multiple sources and multiple dates, possibilities for outliers increase substantially. For example, because of locational errors, ground plots and either image pixels or ALS echoes may not be correctly matched. In the case of image pixels for medium resolution imagery such as Landsat, the ground plots are typically not complete samples of the pixels. Also, ground plots may have been subject to considerable disturbance between the date the remotely sensed data were acquired and the plot measurement dates. In addition, plots with similar AGB observations but different age distributions, different vertical compositions, or different health conditions may have quite different feature variable signatures.

Reference set observations that cause substantial changes in predictions, regardless of their outlier status, are characterized as influential observations (Belsley, Kuh & Welsch, 1980). Outliers that are also influential observations and that are frequently used as neighbors are of particular concern because of their potential adverse effects. Useful diagnostics for identifying candidates for influential outliers include standardized residuals, sums of neighbor weights, and change in the accuracy criterion resulting from deleting particular reference observations (Belsley et al., 1980).

The effects of the curse of dimensionality and irrelevant feature variables can often be assessed using the same diagnostics. One approach entails calculating the mean over all predictions of distances to the nearest neighbor and the mean over all predictions of the ratio of the distance to the nearest neighbor and the distance to the farthest neighbor. If these diagnostics increase substantially as additional feature variables are added, the results can be attributed to too many and/or irrelevant feature variables. A somewhat unique feature of nearest neighbors techniques resulting from the effects of irrelevant feature variables is that as the number of feature variables increases, a criterion such as root mean square error will often initially decrease, reach an optimal level, and then increase. Reducing the dimension of feature space to the number of feature variables that optimizes a criterion is a form of feature selection that contributes to reducing the effects of the curse of dimensionality and irrelevant feature variables.

### 4. Analyses

#### 4.1. Overview

The analyses as described in the following sections entailed multiple steps. First, for each number of feature variables, the particular combination with the greatest accuracy was selected. Second, potential influential outliers in the reference set were identified and some were deleted from the reference set. Third, using the revised reference set, the GA algorithm was used to select optimal or near-optimal weights for the diagonal of the weighted Euclidean distance metric. Fourth, the degree to which optimization of the distance metric in the reference set could be expected to be realized in the target set was evaluated. Finally, the population mean and its standard error were estimated using both model-assisted and model-based estimators. For the model-based estimators, both parametric and bootstrap approaches to estimating the standard error were used. Details for the operational implementation of these steps follow.

#### 4.2. Initial analyses

The criterion used to assess the relationship between reference observations and their k-NN prediction was root mean square error (RMSE) calculated using the leave-one-out technique as,

$$\text{RMSE} = \sqrt{\frac{\text{SS}_{\text{res}}}{n-n_{\text{var}}}}$$

(13)

where

$$\text{SS}_{\text{res}} = \sum_{i=1}^{n} (y_i - \bar{y}_i)^2$$

and n_{var} is the number of feature variables. The first step in the analyses was to determine values of k and t with the unweighted Euclidean distance that minimized RMSE in the reference set using a leave-one-out analysis for all combinations of all numbers of feature variables. For each number of feature variables with n_{var} \leq 10, the particular combination with the smallest RMSE was selected for further analysis. A pseudo-$$R^2$$ was expressed as,

$$R^2 = \frac{\text{SS}_{\text{mean}} - \text{SS}_{\text{res}}}{\text{SS}_{\text{mean}}}$$

(14)

where

$$\text{SS}_{\text{mean}} = \sum_{i=1}^{n} (y_i - \bar{y})^2$$

and

$$\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i$$

The term pseudo-$$R^2$$ is used because the formal definition of $$R^2$$ requires a linear model with an intercept (Anderson-Sprecher, 1994).
4.3. Identifying influential outliers

Three diagnostics were used to identify influential outliers in the reference set. First, following the analyses using the unweighted Euclidean distance metric described in Section 4.2, residuals were calculated as \( e_i = y_i - \hat{y}_i \); the triples \((y_i, \hat{y}_i, e_i)\) were ordered with respect to \( \hat{y}_i \); and the triples were aggregated into ordered groups of sizes 10–15. For each group, \( g \), the mean observation, \( \bar{y}_g \), the mean prediction \( \bar{\hat{y}}_g \), the mean residual, \( s_g \), and standard deviation of the residuals \( s_g \), were calculated. A model of the relationship between \( s_g \) and the corresponding mean prediction \( \bar{\hat{y}}_g \) was formulated as,

\[
s_g = \beta_1 \left[ 1 - \exp \left( \beta_2 \cdot \bar{\hat{y}}_g \right) \right] + \epsilon_g,
\]

and fit to the data (Fig. 2). Standardized residuals were then calculated by dividing each residual by the prediction of its standard deviation calculated using the model of Eq. (15).

Second, for each number of feature variables, \( n_{var} \leq 10 \), the selected combination of feature variables that minimized RMSE with corresponding \( k \) and \( t \) was applied to the target set using the unweighted Euclidean distance metric. For purposes of comparing sums of weights for different values of \( k \), the weights for each prediction were rescaled to sum to \( k \). The sum of weights, \( W_i \), for each reference unit over all target predictions was calculated and divided by \( \tau = \frac{k}{N_{ref}} \) which is the mean weight expected for each reference unit. Reference units with \( \frac{W_i}{\tau} \geq 1 \) are used more frequently than expected, whereas reference set units with \( \frac{W_i}{\tau} \leq 1 \) are used less frequently than expected.

Third, the effect on RMSE of sequentially deleting each reference set unit was calculated for each number of feature variables, \( n_{var} \leq 10 \), using the selected combination of feature variables and corresponding \( k \) and \( t \). For each reference unit, the ratio of the residual sum of squares, \( SS_{res} \), following deletion and the \( SS_{res} \) with no deletions was calculated; reference set units with ratios less than 1 were potential influential units. Finally, primary candidates for influential outliers were reference observations for which the \( SS_{res} \) ratio was small, the standardized residual was large, and \( \frac{W_i}{\tau} \) was large.

4.4. Distance diagnostics

For the selected combinations of each number of feature variables, the mean distance to the nearest neighbor and the mean of the ratio of the distance to nearest neighbor and the distance to the farthest neighbor were calculated using both unweighted and weighted Euclidean distances.

4.5. Optimizing the distance metric

A GA approach was used to select optimal values of \( k \), \( t \), and diagonal values for the distance matrix corresponding to the weighted Euclidean distance metric. Optimization of a full matrix in the reference set, as opposed to a diagonal matrix, would optimize a selected criterion to a greater degree than any other matrix-based distance metric including the canonical correlation analysis, canonical correspondence analysis, and Mahalanobis metrics. However, when more than a small number of feature variables is used, optimization of a full matrix is computationally very intensive. Thus, optimization of a weighted Euclidean distance metric represents a partial step toward full optimization.

However, optimization in the reference set does not guarantee optimization in the target set. In fact, if optimization in the reference set results in the equivalent of regression overfitting, the result may be detrimental to target unit predictions. The degree to which optimization in the reference set produced optimization in the target set was assessed using a modified cross validation approach. First, the reference set was randomly divided into test reference and test target sets of equal size. The values of \( k \) and \( t \) that produced the smallest RMSE for the unweighted Euclidean distance metric in the test reference set were determined and then applied to the test target set. Residual sums of squares for both the test reference and the target sets were calculated. The GA was then applied to the test reference set to select optimal values of \( k \), \( t \), and diagonal values for the distance metric which were then applied to the test target set. \( SS_{res} \) corresponding to the weighted Euclidean distance metric was then calculated for both the test reference and test target sets. For each replication, differences between the unweighted and weighted \( R^2 \) in the test reference set and between the unweighted and weighted \( R^2 \) in the test target set were calculated, and then the ratio of the two differences was calculated. This diagnostic characterizes the proportional gain in \( R^2 \) realized in the target set as a result of optimizing the weighted Euclidean distance metric in the reference set.

If the ratio is negative, the effects of optimization are actually detrimental in the target set; such a result can be attributed to overfitting in the reference set and is most likely to occur when the relationship between the response and feature variables is weak and/or when the effects of irrelevant feature variables are severe. If the ratio is positive, at least some gain resulting from optimization in the reference set is realized in the target set, and if the ratio is close to 1.0, then gain realized in the target set is comparable to the gain achieved in the reference set. For this study, the 10th, 50th, and 90th percentiles of the distribution of this ratio over 250 replications were calculated.

4.6. Inference

For combinations of selected numbers of feature variables, the model-assisted and the model-based estimators were used to estimate the population mean and its standard error. For the model-based approach, both parametric and bootstrap approaches to estimating standard errors were used.

5. Results and discussion

5.1. Analyses using the unweighted Euclidean distance metric

When using the unweighted Euclidean distance metric, the smallest values of RMSE corresponded to the largest values of \( R^2 \) which were in the range 0.72 to 0.75 for \( 3 \leq n_{var} \leq 10 \) (Table 1). These \( R^2 \) values are comparable to or greater than those reported by Kankare et al. (2013) and those derived from statistics reported by Holopainen et al. (2010) and Breidenbach, Næsset and Gobakken (2012).
For each number of feature variables, 2 ≤ \( n_{\text{var}} \) ≤ 10, reference units were ranked with respect to the SS\(_{\text{res}}\) ratio as described in Section 4.3, and both the standardized residual and \( \frac{\text{SS}_{\text{res}}}{\text{SS}_{\text{null}}} \), also described in Section 4.3, were noted. Reference units with SS\(_{\text{res}}\) ratios less than 0.9, standardized residuals greater than 2, and \( \frac{\text{SS}_{\text{res}}}{\text{SS}_{\text{null}}} > 1 \) were of particular interest. The 0.9 threshold for the SS\(_{\text{res}}\) ratio is arbitrary, but the 2.0 threshold for the standardized residuals is approximately the 95th percentile of the assumed Gaussian residual distribution, and as previously noted, \( \frac{\text{SS}_{\text{res}}}{\text{SS}_{\text{null}}} > 1 \) indicates a reference unit that is used as a neighbor more frequently than the average.

The results were similar for all numbers of feature variables with reference units 69, 55, and 34 all identified as influential outliers (Table 2). Reference units 69 and 34 were initially deleted from the reference set, but reference unit 55 was initially retained because it was one of only a few reference units with large AGB observations and because its frequency of use as a neighbor was relatively small. The three metrics were then recalculated, including refitting the model of Eq. (15), and the assessment was repeated. The result was that the candidacy of reference unit 55 as an influential outlier was greatly diminished. Therefore, for further analyses, only reference units 69 and 34 were permanently deleted from the reference set.

The selection of combinations of feature variables and values of \( k \) and \( t \) with the unweighted Euclidean distance metric that minimized RMSE for each number of feature variables, 2 ≤ \( n_{\text{var}} \) ≤ 10, was repeated using the reference set with the two units deleted. Deletion of the two reference units produced substantially greater values of \( R^2 \) and corresponding smaller RMSEs (Table 1). In addition, values of \( k \) were slightly smaller and values of \( t \) were slightly larger in absolute value, both indicating that the selected neighbors were more similar to reference observations.

5.2. Analyses using the weighted Euclidean distance metric

For each number of feature variables, 2 ≤ \( n_{\text{var}} \) ≤ 10, and using the combinations of feature variables selected following deletion of the influential outliers, the GA was used to select optimal or near optimal weights and corresponding values of \( k \) and \( t \) for use with the weighted Euclidean distance metric to minimize RMSE in the revised reference set (Table 2). The positive effects of using the weighted rather than unweighted Euclidean distance metric were to decrease RMSE by 34–36% and to increase \( R^2 \) by 19–23% (Table 1). Values of \( k \) were similar to those for the unweighted metric with outliers removed, but the values of \( t \) were uniformly 0. Large absolute values of \( t \) indicate that closer neighbors are weighted more heavily when calculating predictions and often suggest more accurate predictions. In this case, the smaller absolute values of \( t \) are attributed to compensating beneficial effects of values of \( k \) and the weighted Euclidean distance metric.

The feature variable weights for the weighted Euclidean distance metric are shown in Table 3. For small \( n_{\text{var}} \), \( d_0 \) was consistently the most heavily weighted feature variable. Of interest, the optimization procedure selected only one height feature variable, and despite its quite small weight, it was selected for all numbers of feature variables. The distance diagnostics confirmed that as the number of feature variables increased, distance to the nearest neighbor increased as did the ratio of the distance to the nearest neighbor and the distance to the farthest neighbor (Table 4). These diagnostics confirm the assertions of Schaal et al. (1998) and Beyer et al. (1998) as described in Section 3.2.4. However, the very small values of these diagnostics indicate that any adverse effects of the curse of dimensionality or irrelevant feature variables were negligible for \( n_{\text{var}} \) ≤ 10.

The modified cross validation approach indicated that gains achieved in \( R^2 \) in the reference set as a result of using optimized Euclidean distance were also largely realized in the target set (Table 5). \( R^2 \) values for the test reference sets were comparable, albeit slightly smaller, than \( R^2 \) in the original reference set (Table 5, columns 2–4). Median gains achieved in \( R^2 \) in the test reference sets as a result of using the weighted
Euclidean distance metric were in the range 0.06–0.09 which were also comparable but smaller than those achieved in the original reference set (Table 5, columns 5–7). The smaller values of $R^2$ and increase in $R^2$ are attributed to the test reference sets being smaller than the already rather small original reference set. The percentage gains in $R^2$ achieved in the test reference sets that were also realized in the test target sets varied from 20.69 to 26.45%, with the majority of the gains realized shifted to smaller values, meaning that less of the gains achieved in the test reference sets that were realized in the test target sets. In fact, for $n_{var} \geq 3$, the distributions of percentage gains realized shifted to smaller values, meaning that less of the gains increase rather than increase. This phenomenon is equivalent to overfitting a regression model and is attributed to optimizing on features of the reference sets that were not present in the target sets. Although the latter result may be unique to this dataset, it suggests an additional adverse effect of the curse of dimensionality.

### Table 3
Feature variable weights for weighted Euclidean distance metric.

<table>
<thead>
<tr>
<th>Feature variable</th>
<th>Number of feature variables</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1.0000</td>
</tr>
<tr>
<td>11</td>
<td>0.9953</td>
</tr>
<tr>
<td>12</td>
<td>–</td>
</tr>
<tr>
<td>13</td>
<td>–</td>
</tr>
<tr>
<td>14</td>
<td>–</td>
</tr>
<tr>
<td>15</td>
<td>–</td>
</tr>
<tr>
<td>16</td>
<td>–</td>
</tr>
<tr>
<td>17</td>
<td>–</td>
</tr>
<tr>
<td>18</td>
<td>–</td>
</tr>
<tr>
<td>19</td>
<td>–</td>
</tr>
<tr>
<td>20</td>
<td>–</td>
</tr>
</tbody>
</table>

* Feature variables: $h_{10} = h_{20}, ..., 10 = h_{100}, 11 = d_{10}, 12 = d_{10}, ..., 20 = d_{100}$ (Section 2).

### Table 4
Distance diagnostics.

<table>
<thead>
<tr>
<th>Number of feature variables</th>
<th>Mean $d_{kNN}$</th>
<th>Mean distance to kth neighbor</th>
<th>Proportion of kth neighbors at same distance as 1st neighbor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unweighted, complete reference set</td>
<td>0.0005</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>1</td>
<td>0.0002</td>
<td>0.0752</td>
<td>0.8775</td>
</tr>
<tr>
<td>2</td>
<td>0.0003</td>
<td>0.0979</td>
<td>0.9311</td>
</tr>
<tr>
<td>3</td>
<td>0.0004</td>
<td>0.1100</td>
<td>0.9507</td>
</tr>
<tr>
<td>4</td>
<td>0.0004</td>
<td>0.1226</td>
<td>0.9829</td>
</tr>
<tr>
<td>5</td>
<td>0.0005</td>
<td>0.1364</td>
<td>1.0185</td>
</tr>
<tr>
<td>6</td>
<td>0.0005</td>
<td>0.1379</td>
<td>1.0134</td>
</tr>
<tr>
<td>Unweighted, 2 reference observations deleted</td>
<td>0.0001</td>
<td>0.0429</td>
<td>0.8098</td>
</tr>
<tr>
<td>1</td>
<td>0.0002</td>
<td>0.0760</td>
<td>0.8800</td>
</tr>
<tr>
<td>2</td>
<td>0.0003</td>
<td>0.0979</td>
<td>0.9311</td>
</tr>
<tr>
<td>3</td>
<td>0.0004</td>
<td>0.1061</td>
<td>0.9435</td>
</tr>
<tr>
<td>4</td>
<td>0.0004</td>
<td>0.1226</td>
<td>0.9829</td>
</tr>
<tr>
<td>5</td>
<td>0.0005</td>
<td>0.1379</td>
<td>1.0134</td>
</tr>
<tr>
<td>Weighted, 2 reference observations deleted</td>
<td>0.0001</td>
<td>0.0429</td>
<td>0.8098</td>
</tr>
<tr>
<td>1</td>
<td>0.0012</td>
<td>0.0109</td>
<td>0.0344</td>
</tr>
<tr>
<td>2</td>
<td>0.0019</td>
<td>0.0166</td>
<td>0.0318</td>
</tr>
<tr>
<td>3</td>
<td>0.0046</td>
<td>0.0181</td>
<td>0.0500</td>
</tr>
<tr>
<td>4</td>
<td>0.0046</td>
<td>0.0227</td>
<td>0.0626</td>
</tr>
<tr>
<td>5</td>
<td>0.0048</td>
<td>0.0261</td>
<td>0.0727</td>
</tr>
</tbody>
</table>

5.3. Inferences

For $n_{var} \geq 2$, the estimates of the study area mean and its standard error differed very little (Table 6). For the model-assisted regression estimators, estimates of the mean ranged from 79.65 to 82.19 Mg/ha and estimates of the standard error ranged from 2.43 to 2.51 Mg/ha. As proportions of the estimated mean, the standard errors were approximately 0.03 which may be regarded as quite acceptable, particularly for a relatively small reference set.

Similarly, for $n_{var} \geq 2$, the model-based estimates of the mean ranged from only 80.66 to 81.80 Mg/ha, the parametric estimates of the standard error ranged from 3.03 to 3.36 Mg/ha, and the bootstrap estimates of the standard error ranged from 2.67 to 3.19 Mg/ha. Because the unbiasedness of model-based estimators depends on correct model specification, and because there is no bias correction term as with the model-assisted estimators, careful assessment of the correspondence between the k-NN predictions and their corresponding reference observations is essential with model-based estimators. Graphs of AGB observations versus their corresponding k-NN predictions indicated no serious lack of fit (Fig. 3); the results were similar for graphs of group means calculated as described in Section 4.3 (Fig. 4). In addition, bias estimates for the model-assisted estimators were small (Table 6).

Differences between the parametric and bootstrap standard error estimates merit comment. For $k \geq 25$, McRoberts et al. (2011) and McRoberts (2012) reported similar values for parametric and bootstrap estimates. However, Magnusson, McRoberts and Tomppo (2009) reported accurate parametric estimates for $k > 25$, but less accurate estimates for $k < 7$; the results of this study confirm the finding of Magnusson et al. (2009). As per Eq. (8), the parametric variance estimators for individual population units are based on differences among the k selected neighbors. For most statistical applications, sample sizes of at least five and preferably greater are recommended for estimating variances, but for this study, $k = 5$ was the optimal value for use with the weighted Euclidean distance metric, and therefore was the sample size used for calculating population unit variances. For a sample of individual population units, comparisons of parametric and bootstrap
estimates of standard errors for individual population units indicated that the parametric estimates were usually considerably larger. Therefore, for this study with \( k = 5 \), the bootstrap standard error is regarded as more reliable. As a proportion of the estimated mean, the bootstrap standard error was also approximately 0.03.

For comparison purposes, both the model-assisted and model-based estimates of the mean were similar to those reported by McRoberts, Næsset and Gobakken (2013) who used a nonlinear regression model of the relationship between AGB and the ALS metrics for this same dataset. For this study, the simple random sampling, plot-based estimate of the mean was 74.75 Mg/ha with a standard error of 7.55 Mg/ha. The differences between the both model-assisted and the model-based estimates of the mean and the simple random sampling-based estimate are attributed to different distributions of the feature variables in the reference set relative to the target set. For example, for \( n_{var} = 3 \), \( d_0 \) is the dominant feature variable with proportional weight of 0.7899 (Table 3). The distribution of the values of \( d_0 \) in the reference set is much more heavily skewed toward small values than is the distribution in the target set. Finally, the much smaller model-assisted and model-based estimates of the standard error relative to the simple random sampling estimate attest to the utility of the auxiliary ALS data for improving the precision of the estimate of mean AGB.

Although the model-assisted and model-based estimates of the standard error were similar, caution must be exercised when formally comparing them because their estimators are based on such different underlying assumptions. In a practical sense, the model-assisted estimators are much easier to apply and typically produce acceptable estimates for sufficiently large sample sizes. In addition, whereas the model-assisted estimates of the standard error decrease as sizes of study areas and their corresponding sample sizes increase, such is not necessarily the case for model-based estimators (McRoberts, Næsset & Gobakken, 2013). However, for small or inaccessible areas for which only small probability samples or perhaps no probability samples are possible, model-based estimators may be the only alternative.

In summary, k-NN accuracies obtained using the weighted Euclidean distance metric were essentially indistinguishable with respect to RMSE and \( R^2 \) for \( 2 \leq n_{var} \leq 4 \) (Table 1). However, accuracy gains realized in the target set by optimizing the weighted Euclidean distance metric in the reference set were notably greater for \( n_{var} = 3 \) than for other values (Table 5). Both model-assisted and model-based bootstrap estimates of the standard error were either smallest or nearly smallest for \( n_{var} = 3 \) (Table 6). Although the estimate of the mean was slightly smaller for \( n_{var} = 3 \) than for other values of \( n_{var} \), the differences both in absolute and relative terms and with respect to the standard error estimates were small. Finally, smaller values of \( n_{var} \) contribute to minimizing the effects of the curse of dimensionality and irrelevant feature variables. Therefore, using \( n_{var} = 3 \), approximate 95% confidence intervals calculated as per Eq. (3) are 74.70–84.61 Mg/ha for the model-assisted estimators and 75.31–86.00 Mg/ha for the model-based estimators. The combined effects of deleting the two influential outliers and optimization of the weighted Euclidean distance metric were to reduce widths of two-standard error confidence intervals from 15.24 to 9.91 Mg/ha for the model-assisted estimators and from 16.31 to 9.69 Mg/ha for the model-based estimators.

### 6. Conclusions

Six conclusions may be drawn from the study. First, airborne laser scanning data have substantial utility for increasing the precision of forest AGB estimates, and second, the k-NN technique is an effective method for predicting forest AGB from the combination of forest inventory and airborne laser scanning data. Third, optimization of the Euclidean distance metric via the genetic algorithm increased the quality of k-NN predictions and the precision of estimate of the population mean. These three conclusions confirm previous findings, although studies using k-NN with airborne laser scanning data have not been extensively reported. Fourth, reduction of the dimension of feature space had no adverse effects on estimates. Investigations related to this issue have been incorporated in other studies, but mostly as peripheral factors. In particular, the effects of the curse of dimensionality and

### Table 6

<table>
<thead>
<tr>
<th>No. of feature variables</th>
<th>Model-assisted</th>
<th>Model-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>party</td>
<td>( \hat{\mu}_{MA} )</td>
<td>( \hat{\mu}_{MB} )</td>
</tr>
<tr>
<td>( \text{SE}(\hat{\mu}_{MA}) )</td>
<td>3.7281</td>
<td>3.7705</td>
</tr>
<tr>
<td>( \text{SE}(\hat{\mu}_{MB}) )</td>
<td>3.7705</td>
<td>3.7705</td>
</tr>
</tbody>
</table>

---

**Fig. 3.** Plot-level AGB observations versus k-NN predictions for three feature variables.

**Fig. 4.** Means of group AGB observations versus means of group k-NN AGB predictions for three feature variables.
irrelevant observations are not known to have been articulated or investigated previously.

The fifth and sixth conclusions are unique to this study. The fifth conclusion is that identification and deletion of influential outliers increased the accuracy of predictions and, subsequently, the precision of large area estimates. This issue has not been addressed in the forestry or remote sensing literature, particularly as it pertains to the use of the k-NN technique. The sixth conclusion is that a large proportion of gain increased the accuracy of predictions and, subsequently, the precision of large area estimates. This issue has not been addressed in the forestry literature.

Although broad generalizations are inappropriate based on only a single study, this study area and dataset are sufficiently generic that similar results for other should not be unexpected. Nevertheless, replication of the study for other study areas and other response and feature variables would contribute to further advancing the state of the science for k-NN applications.
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