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ABSTRACT: The frequency and timing of frost events and the length of the growing season are critical limiting factors in
many human and natural ecosystems. This study investigates the temporal and spatial variability of the date of last spring
frost (LSF), the date of first fall frost (FFF), and the length of the frost-free season (FFS) in the Great Lakes region of the
United States using two gridded reanalysis datasets for the period of 1980–2010. Across most of the Great Lakes region,
there has been a negative trend for the LSF and a positive trend for the FFF, leading to a lengthening of FFS. The three
variables vary spatially across the region and exhibit large interannual variability. Empirical orthogonal function (EOF)
analyses indicate that the first mode for the three variables, which accounts for about 30% of the total variance, is in phase
across most of the Great Lakes region and that it appears to be related to Pacific North American (PNA) pattern in the case
of LSF and to Pacific Decadal Oscillation (PDO) in the case of FFF and FFS. The main reason for these connections is
that the 200-hPa geopotential height anomaly over North America induced by a Rossby wave train influences the strength
of the trough over North America, which in turn affects surface temperatures over the Great Lakes region. The second
mode, explaining about 10% of the total variance, mainly shows the out-of-phase variability between the Great Lakes and
the surrounding land and it appears to be related to the circumglobal teleconnection (CGT) in the case of LSF and again
to PDO in the case of FFF and FFS.
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1. Introduction

The frost-free season (FFS) is defined as the period
between the last spring freeze and the first fall freeze.
The longer the FFS is, the longer the growing season will
be. The length of the FFS influences strongly not only
the growth of plants and seasonal activities of animals,
but also the hydrological cycle and human activities
(Zhou et al., 2001; Cotton, 2003; Groisman et al., 2004;
Nicholls, 2005).

Previous researchers have investigated changes in the
number of frost-free days in United States over different
time periods. Cooter and LeDuc (1995) documented a
significant increasing trend in the length of the FFS in
the northeastern United States for the period 1961–1990
and indicated that the trend may be related to changes
in the amount of sunshine and cloud cover. DeGaetano
(1996) found a decreasing trend in days with minimum
temperature of less than or equal to −15.0 ◦C in the
northeastern Unite States over the period of 1959–1993.
Schwartz and Reiter (2000) detected a 5–6 day move
toward an earlier spring in North America. Cayan et al.
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(2001) measured the timings of the first bloom of lilac
and honeysuckle bushes and the first major pulse of
snowmelt and found an earlier spring onset in the
western United States since the late 1970s. Nemani
et al. (2001) found a 65-day increase in the length of
the FFS in the Napa/Sonoma region of California and
related this phenomenon to large increases in Pacific
sea surface temperature (SST) and atmospheric water
vapour. Easterling (2002) also detected an earlier end
of spring freeze occurrences, a later beginning of fall
frost occurrences, and an increase in the length of the
FFS in the United States for the period of 1948–1999.
Kunkel et al. (2004) analysed the temporal variability
of the FFS for 1895–2000 in the conterminous United
States and found different trends over the period. Their
results indicate that since 1980 the length of the FFS has
increased by about 1 week and that the increasing trend is
more prominent in western than in eastern United States.

Many studies have investigated the relationship
between the variability of the length of the FFS or the
beginning of spring in United States and the variability
of large-scale circulations. Cayan et al. (2001) found
a modest relationship between the onset of spring (as
indicated by the timing of the first bloom of the purple
common lilac) in the western United States and the
Pacific North American (PNA) pattern index. Nemani
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et al. (2001) found that the interdecadal variability of the
Pacific Decadal Oscillation (PDO) may be related to an
increase in the length of the FFS in the Napa and Sonoma
valleys. Stewart et al. (2004) also noted that the change
in the onset of springtime snowmelt across western
North America is partly controlled by PDO. The seasonal
transition of temperature and precipitation in the western
United States has also been linked to the Northern
Annular Mode (NAM) (Stephanie and Russell, 2008).
Huntington et al. (2004) found that the timing of spring
runoff in the New England region is correlated signifi-
cantly to the North Atlantic Oscillation (NAO) and PNA.

This study focuses on the FFS in the Great Lakes
region, an important agricultural production area in the
United States with more than $15 billion a year in agri-
cultural products and 7% of total US food production.
The climate of the Great Lakes region is heavily influ-
enced by the presence of the Great Lakes, which tend to
moderate the magnitude and seasonality of air tempera-
tures and enhance cloudiness, cold season precipitation,
and evapotranspiration rates in areas downwind of the
lakes (Changnon and Jones, 1972).

A variety of speciality crops in the Great Lakes region
benefit from the temperate climate and an extended FFS
along the lakeshores, especially in lee-side areas of the
lakes with hilly terrain which enhances cold air drainage
away from crops. In contrast to the majority of the
world’s major food crops in which the primary clima-
tological production constraint is the amount and timing
of precipitation during the growing season, the primary
weather-related constraint for most temperate tree fruit
crops is the frequency and severity of freeze events dur-
ing the spring season (Flore, 1994). Tree fruits including
apples, cherries, and peaches have been produced com-
mercially in the region for more than 150 years and have
a major economic impact on the region. The farm gate
value of all fruit and nut crops produced in the eight US
states bordering the Great Lakes typically totals more
than $1 billion (USDA NASS, 2013). Meteorological
conditions associated with freezing air temperature events
at the surface during the transitional spring and fall sea-
sons are consistent across the region. Most events take
place during the early morning through sunrise hours and
are associated a cyclonic troughing pattern across central
and eastern North America at the middle and upper levels
of the troposphere, a Canadian or Arctic origin anticy-
clone at the surface with the center located in or near the
region, relatively clear skies, and a decoupling of the sur-
face boundary layer which leads to calm winds and rapid
radiational cooling of the surface (Andresen and Winkler,
2009). Climatology of the FFS for the Great Lakes region
can be obtained from a climate atlas of frost-free peri-
ods and air masses (http://epa.gov/greatlakes/atlas/glat-
ch2.html#Climate Change).

In recent decades, a noticeable increase in average
temperatures in the Great Lakes region, especially in
winter, has led to a longer FFS by more than 1 week,
mainly due to earlier dates for the last spring frost (LSF)
(Karl et al., 2009). However, the frequency of spring

freeze events following initial phenological development
has increased during the same time frame, resulting in
relatively greater risk of production losses with time
(Andresen et al., 2012). Spring freezes have had profound
impacts on regional fruit production in recent years. An
unprecedented heat wave in March 2012 brought fruit
crops out of their dormant state more than 1 month earlier
than normal. A subsequent series of 15–20 freeze events
during April and May resulted in catastrophic freeze
damage in Michigan, with tart cherry and apple yields
reduced by 90 and 88% relative to the previous year’s
production, respectively (USDA NASS, 2013). A similar
early warm up and freeze event reduced yields by more
than half during the 2002 season.

Although several studies have investigated the relation-
ship between the FFS in the western and northeastern
regions of the United States and large-scale circulation
patterns (Nemani et al., 2001; Huntington et al., 2004;
Stewart et al., 2004; Stephanie and Russell 2008), no
studies have, to our knowledge, focused on the inter-
annual variability of the FFS in the Great Lakes region.
Owing to the dependence of agricultural activities on the
FFS in the Great Lakes region, it is necessary to under-
stand how global climate anomalies affect the FFS over
the region. Hence this study will examine the spatial and
temporal variability of the FFS over the Great Lakes
region, with a focus on interannual variability and its
relationship to global circulations. Although local, micro-
scale factors such as topography, soils, and vegetation
type may have significant influence on the timing and
severity of frost events, the focus of this study will be
on larger, mesoscale patterns and the link between the
regional and synoptic-scale patterns because climatology
of frost events at different spatial scales is likely to be
highly correlated (Andresen and Winkler, 2009).

The rest of the paper is organized as follows: the
data sets and methods used in the study are described
in Section 2. Section 3 presents the climate and climate
variability of the FFS. Section 4 gives a discussion of the
data used and the results. A summary of the results and
conclusions are presented in Section 5.

2. Datasets and methods

The study examines three climate variables, LSF, first fall
frost (FFF), and FFS, for the region between 40◦ –50◦N
and 94◦ –75◦W that covers the five Great Lakes and
the surrounding land areas (Figure 1). The variables are
calculated using the inclusive threshold of 0 ◦C for daily
minimum temperature. It should be noted that the term
‘frost’ used in this article is not traditional frost and only
indicates a state of air temperature below 0 ◦C, for the
traditional frost does not apply to the lakes.

The dataset used to derive these variables is the
North America Land Data Assimilation System Phase
2 (NLDAS-2) data, a long-term (1979–present) high-
resolution atmosphere and land surface hydrology
dataset for central North America produced by driving

© 2014 Royal Meteorological Society Int. J. Climatol. 34: 3499–3514 (2014)



FROST-FREE SEASONS IN THE GREAT LAKES REGION 3501

Figure 1. The topography of the study domain (40◦ –50◦N, 94◦ –75◦W).
Three red asterisks indicate the observation sites used for comparison

with NLDAS-2 data.

land surface models with a suite of observational and
reanalysis products (Mitchell et al., 2004). NLDAS-2
corrected the biases in precipitation and downward
shortwave radiation of NLDAS-1 (Luo et al., 2003; Pan
et al., 2003; Sheffield et al., 2003; Alonge and Cosgrove,
2008). Except for precipitation and downward shortwave
radiation, other forcing variables in NLDAS-2, including
the 2-m temperature used in this study, come from the
North American Regional Reanalysis (NARR) (Mesinger
et al., 2006). NLDAS-2 is chosen over NARR for its
higher spatial (1/8th degree) and temporal (hourly)
resolution (as compared to 32 km and 3 hourly in
NARR). The study domain is shown in Figure 1 that
contains 81 × 153 NLDAS-2 data points. The minimum
temperature at every grid point in the study domain is
computed from the 24 hourly temperatures.

A major focus of this study is to understand the con-
nection between the interannual variability of frost dates
and the length of FFS and the variations in large-scale
circulation patterns. To define large-scale circulations, a
global data set with both surface and upper air variables
is needed and the National Centers for Environmental
Prediction (NCEP) global reanalysis data (Kalnay et al.,
1996; Kister et al., 2001) is selected for this purpose.
The NCEP global reanalysis has a horizontal resolution
of T62 (209 km) and 28 vertical levels, and a temporal
coverage of 4 times per day from 1 January 1948 to the
present. The global reanalysis used in this study is the
revised version referred to as NCEP-DOE (Department
of Energy) global reanalysis, which corrected errors
discovered in the earlier version (Kanamitsu et al.,
2002). In addition to the NCEP global reanalysis, the
National Oceanic and Atmospheric Administration
(NOAA) extended reconstructed SST data and PDO
index (Mantua et al., 1997) (http://www.cdc.noaa.gov/
data/gridded/data.noaa.ersst.v2.html) are also used to
help define large-scale circulation patterns.

The Empirical Orthogonal Function (EOF) technique is
used to identify the spatial patterns of the frost dates and

FFS. The EOF analysis can produce a set of modes that
consist of spatial structures (EOFs) and corresponding
time series (principal components or PCs). For each
mode, its EOF and PC are orthogonal to the EOFs and
PCs of all other modes. Each mode has a corresponding
eigenvalue that describes the variance explained by the
mode. In this study, we analyse the first three modes
that together explain more than 50% of the variance. The
atmospheric variables are regressed onto the PCs of the
first two modes to analyse the relations between large-
scale circulation patterns and spatial patterns of the two
leading modes. The atmospheric variables regressed to
the time series of the first two EOF modes of the date of
the LSF and FFF are averaged over spring (March, April,
and May) and fall (September, October, and November)
seasons, respectively.

3. Results and discussions

We first examine the domain-averaged values of frost
dates and the length of the FFS with a focus on the
interannual variability and trends. This is followed by
a look at the spatial variability of the climatological
means obtained by averaging values over the 31-year
study period at each grid point. EOF analyses are then
performed to understand the dominant spatial patterns
of the interannual variability. Finally, the leading EOF
modes are explained by exploring their connection to the
anomalies of large-scale circulation patterns.

3.1. Interannual variability and trend

The Julian dates (JD) of LSF and FFF and the length
of FFS are estimated using data from NLDAS-2 at each
grid point over the study domain for every year during
the 31-year study period from 1980 to 2010. The values
are then averaged over all grid points to obtain domain-
averaged dates of LSF and FFF and the length of FFS.
The results show that when averaged across the entire
Great Lakes region and over the 31-year period, the
date of the LSF is 117 (April 27) and the date of FFF
is 294 days (October 21), which gives an average FFS
length of 177 days.

The time series and trends of domain-averaged LSF,
FFF, and FFS are shown in Figure 2. All three exhibit
considerable interannual variability. During the period of
1980–2010, the earliest LSF occurred on 16 April 1998
whereas the latest LSF was on 8 May 1996, a 23-day
difference. The difference between the earliest and latest
FFF is also 21 days. The large interannual variability of
the dates of FFF and LSF results in large variability of
the FFS with the longest FFS of 198 days occurring in
1998 and the shortest of 159 days in 1996.

Upon examining the spectral characteristics of the time
series in Figure 2, the interannual variation of the date
of FFF and the length of FFS exhibit a 3.5-year period
and the date of LSF has a shorter period of 2.5 years (not
shown). The 2.5-year period for the date of LSF may be
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(a)

(b)

(c)

Figure 2. Time series and trends of domain-averaged dates of the last
spring frost (a), the first fall frost (b), and length of the frost-free season

(c) during the period of 1980–2010.

related to the NAO (Schneider and Schonwiese, 1989;
Cook et al., 1998; Higuchi et al., 1999).

A linear trend is estimated by applying least squares
regression to the time series in Figure 2. The date of LSF
shows a decreasing trend of −0.19 day year−1, implying
an earlier beginning of spring in the 2000s than in the
1980s. The date of FFF exhibits an increasing trend at
0.24 day year−1, implying a later start of fall frost. The
combination of an earlier start of spring and later onset of
fall frost leads to an increasing trend of 0.43 day year−1

for FFS during the 1980–2010 period. Relative to the
earlier beginning of spring, the later start of fall makes
the larger contribution to the lengthening of FFS.

3.2. Spatial variability

The spatial distributions of the dates of LSF and FFF and
the length of FFS across the Great Lakes region averaged
over the 31-year study period are shown in Figure 3.
The spatial pattern of the climatological dates for LSF is
characterized by an increase from southwest to northeast
across the region and an increase from the lake surfaces
to the surrounding land. The earliest LSF (91 JD) occurs
over the southern end of Lake Michigan and Lake Erie,

(a)

(b)

(c)

Figure 3. Climatologies of the date of the last spring frost (a), the date
of the first fall frost (b), and the length of the frost-free season (c)

during the period of 1980–2010. (Unit: day).

whereas the latest (144 JD) is seen over southern Que-
bec. The climatological minimum temperature in spring
(not shown) exhibits a spatial pattern that is opposite to
that of the date of LSF, suggesting that higher minimum
temperatures in spring correspond to earlier occurrences
of LSF.

The spatial pattern of the climatological dates of FFF
shows a reversed trend from that of LSF, with delayed
occurrence moving from North to South and from land to
water (Figure 3(b)). The latest FFF of 337 JD occurs over
Lake Erie. During the spring and fall seasons, due to the
larger heat capacity of water, the nighttime temperatures
over the lake surfaces are warmer than temperatures over
surrounding land areas, thus decreasing the occurrence
of frost over lakes. Scott and Huff (1997) investigated
the effects of the Great Lakes on the average minimum
temperature and found 3–4 ◦C higher surface temperature
over Great Lakes than surrounding land in spring and fall.

© 2014 Royal Meteorological Society Int. J. Climatol. 34: 3499–3514 (2014)
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The combined effect of the earlier LSF and later FFF
lengthens the FFS over the Great Lakes with the longest
FFS of 241 days occurring over Lake Erie. The shortest
FFS of 128 days occurs in southern Quebec. Overall, the
patterns are very similar to results obtained in previous
studies with single site observation series (Eichenlaub
et al., 1990; MRCC, 2013).

At any given location, the dates of LSF and FFF and
the length of FFS may vary significantly from year to
year. The interannual variability of these variables at
each location is estimated by computing their standard
deviations. The variables at each location are first
de-trended before standard deviations are computed. The
spatial distribution of the standard deviations across the
region is shown in Figure 4. The standard deviation for
FFS varied from 6 to 23 days, which is comparable to
the range of the standard deviation for FFF (7–27 days).
The standard deviations are larger over the lakes (Lake
Michigan, Lake Ontario and Lake Huron) and smaller
in the northern portion of the region for both FFS and
FFF. For LSF, the standard deviation is smaller over
the lakes and in the northeastern and southwestern
portions of the region compared to the rest of the
region.

As shown in Figure 3, there are large differences
between the values of all three variables over land and
over the Great Lakes. Land-averaged values of the three
variables are influenced mainly by large-scale circula-
tions, and the values over the Great Lakes are regulated
not only by large-scale circulations but also by the heat of
the Great Lakes. To explore the relationship between the
land-averaged and lake-averaged values of the three vari-
ables, correlation coefficients between the land-averaged
values and lake-averaged values are calculated for the
five lakes and the results are shown in Table 1. For the
date of LSF, the relationship between land-averaged and
lake-averaged values is significant at above 99% confi-
dence level for all five lakes. The correlation is weaker
for FFF compared to LSF, suggesting that FFF is more
sensitive to the lake effect. The reason for this difference
may be that the lake effect on minimum temperature is
larger in the fall than in the spring (Figures 7 and 11;
Scott and Huff, 1997). The interannual variability of the
length of FFS is also mainly controlled by the variability
of large-scale circulations.

The trends shown in Figure 2 are domain-averaged
values of LSF, FFF, and FFS. As the average can
mask regional differences, the spatial variability of the
trends is shown in Figure 5 for the entire region. The
trends for LSF are, in general, negative over much
of the region except for the northwest, the southwest,
and small areas southeast of Lake Erie and southern
Quebec where weak positive trends are found. All
lakes and their shores exhibit negative trends and the
largest negative trend of −1.1 day year−1 is found over
western Lake Superior. An examination of the springtime
daily minimum temperature reveals an increasing trend
across most of the Great Lakes region (Figure 6(a)).
Meanwhile the number of days with springtime minimum

(a)

(b)

(c)

Figure 4. Interannual standard deviations of the date of the last spring
frost (a), the date of the first fall frost (b), and the length of the frost-free

season (c) during the period of 1980–2010. (Unit: day).

temperature below freezing exhibits a decreasing trend
over the region (Figure 6(c)).

A comparison between land-averaged and lake-
averaged trends (Table 2) reveals a much larger trend
over all five lakes than over land. The land-averaged
trend for LSF is −0.14 day year−1. Among the five
lakes, Lake Michigan and Lake Superior have the
largest negative trend of −0.53 and −0.52 day year−1,
respectively, and Lake Erie has the smallest negative
trend of −0.44 day year−1.

In contrast to the trends for LSF, positive trends for
the date of FFF are seen across most of the Great Lakes
region except for the western and southwestern sections.

© 2014 Royal Meteorological Society Int. J. Climatol. 34: 3499–3514 (2014)
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Table 1. Correlations between land-averaged and lake-averaged dates for the last spring frost and the first fall frost and the length
of frost-free season over the Great Lakes region during the period of 1980–2010.

The Great Lakes Superior Michigan Huron Erie Ontario

The date of LSF 0.72*** 0.63*** 0.67*** 0.66*** 0.46***
The date of FFF 0.48*** 0.39* 0.44** 0.29 0.35
The length of FFS 0.64*** 0.65*** 0.62*** 0.57*** 0.58***

One, two, and three asterisks indicate above 95, 98, and 99% confidence level, respectively.

(a)

(b)

(c)

Figure 5. Trends in the date of the last spring frost (a), the date of the
first fall frost (b), and the length of the frost-free season (c) during the

period of 1980–2010. (Unit: day year−1).

The sharpest positive trend of 0.83 day year−1 is found
over western Lake Superior and the largest negative trend
of −0.49 day year−1 is seen at the western boundary in
southeastern Minnesota. The minimum temperature in the
fall season shows an increasing trend over the entire Great

Lakes region (Figure 6(b)), whereas the number of days
with minimum temperatures below freezing in the fall
exhibits a decreasing trend (Figure 6(d)). These changes
in minimum temperature may result in a later date of FFF
over the Great Lakes region. Similar to LSF, the trends
over the lakes that range from 0.35 for Lake Erie to 0.55
for Lake Superior are larger than the land-averaged trend
of 0.20 day year−1 (Table 2).

The combination of negative trends in the date of
LSF and positive trends in the date of FFF yields an
overall positive trend in the FFS over the Great Lakes
region. Negative trends occur only in small patches of
northwestern, southwestern, and southeastern sections.
Similar to FFF, the largest positive trend is found over
Lake Superior and the weakest over Lake Erie. In the
next section, an explanation for the trends is given in the
context of large-scale circulations.

3.3. Results of EOF analysis

EOF analyses were performed to identify the dominant
spatial patterns of interannual variability of LSF, FFF,
and FFS across the Great Lakes region. Below, we
discuss the results of the EOF analyses and the relation
between the leading EOF modes and the variation of
large-scale circulations for each of the three variables
individually.

3.3.1. The last spring frost

The leading two modes of the date of LSF are shown
in Figure 7. The first mode explains 29.91% of the total
variance, and the fluctuation is in phase everywhere in the
domain except for a small area northeastern of Lake Erie
(Figure 7(a)). Large variability occurs over Michigan and
Wisconsin, and small variability appears in the Canadian
provinces bordering the Great Lakes to the north and
northeast and along the southern border of the region
especially southwest. The spatial pattern of the first EOF
mode is similar to that of interannual standard deviation
(Figure 4(a)). The EOF time series or the expansion coef-
ficients of the first EOF mode show a strong interannual
variability and the spectral analysis of the time series
(not shown) reveals major periods of 2.5 and 4 year.

The second mode accounts for only 11.68% of the total
variance. The variability appears to be out of phase across
the region with positive values over the lakes, along
the southern border, in the southwest and northeast, and
negative values in the rest of the region (Figure 7(c)). The
spatial pattern of the second mode appears to be opposite

© 2014 Royal Meteorological Society Int. J. Climatol. 34: 3499–3514 (2014)
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(a) (b)

(c) (d)

Figure 6. Trends in minimum temperature in spring (a) and fall (b) (K year−1) and the number of days with minimum temperature <273 K in
spring (c), and fall (d) (year−1) during the period of 1980–2010.

Table 2. Trends in the dates of the last spring frost and the first fall frost and the length of frost-free season over the land areas
and over the five lakes of the Great Lakes region during the period of 1980–2010 (Unit: day year−1).

Land Superior Michigan Huron Erie Ontario

The date of LSF −0.14 −0.52 −0.53 −0.46 −0.44 −0.45
The date of FFF 0.20 0.55 0.44 0.49 0.35 0.41
The length of FFS 0.34 1.07 0.97 0.95 0.79 0.86

to the pattern of topography (Figure 1), with later dates of
LSF associated with lower terrain and earlier dates of LSF
occurring over higher elevations. But the regions with
low (high) elevations have a decreasing (increasing) trend
in the date of LSF. Figure 7(c) also reflects the different
effect of Great Lakes and land on the date of LSF.

To quantitatively understand the spatial patterns of
the leading two EOF modes of the date of LSF in the
context of atmospheric circulation anomalies, the time
series of the first two EOF modes are regressed to
spring season mean atmospheric variables, including the
200 hPa geopotential height (H200), 850 hPa wind, mean
sea level pressure (MSLP), surface air temperature, and
oceanic variable (SST). The results of the analyses are
shown in Figure 8.

For the positive phase of the first EOF mode, a negative
PNA Rossby wave train occurs over North Pacific Ocean,
North America, and North Atlantic Ocean (Figure 8(a)
and (b)). A positive H200 anomalous centre occurs over
central tropical Pacific Ocean, Aleutian Islands, and
northwestern Atlantic Ocean. Negative H200 anomalies
occupy mid-latitude North Pacific Ocean and most of
Canada and the United States. Owing to an equivalent

barotropic structure of the wave train, MSLP anomalies
north of 25◦N are similar to that of H200. The wave train
weakens the Aleutian Low and strengthens the trough
over North America, which helps bring cold air south-
ward into the Great Lakes region. The negative H200 and
MSLP anomalies over northeastern Canada, Greenland,
and Iceland and positive anomalies over central North
Atlantic Ocean are characteristics of the positive NAO. A
baroclinic structure with an opposite variation tendency
between MSLP and H200 occurs over tropical central
Pacific Ocean, where a positive SST excites negative
MSLP and positive H200 anomalies, which is the source
for the Rossby wave train. A negative SST anomaly
over the central North Pacific Ocean and a positive
SST anomaly over the northeastern Pacific Ocean also
reinforce the wave train by local ocean–atmosphere inter-
actions. The spatial pattern of anomalous SST-regressed
time series of the first mode shows a similar structure to
a developing El Niño pattern (Figure 8(c)).

Under the influence of the anomalous trough over
North America, an anomalous northwesterly flow from
the Arctic advects cold and dry air into North America,
lowering surface temperatures over most of the North

© 2014 Royal Meteorological Society Int. J. Climatol. 34: 3499–3514 (2014)
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(a) (b)

(c) (d)

Figure 7. Spatial patterns (a) and (c) and the time series of the coefficients (b) and (d) of the first two leading EOF modes of the date of the last
spring frost for the period of 1980–2010: (a) and (b) the first mode, (c) and (d) the second mode.

American continent (Figure 8(d) and (e)). In the Great
Lakes region, this Arctic air intrusion produces large neg-
ative surface temperature anomalies of more than 0.5 ◦C
over most of the region. The decrease in springtime sur-
face temperature is in favour of the formation of spring-
time frost and the delay of the date of LSF over the Great
Lakes region.

During the negative phase of the first mode, a positive
Rossby wave is excited by a negative SST anomaly over
tropical central Pacific Ocean. An opposite anomalous
circulation over North America increases springtime
surface temperature and delays the onset of LSF over
Great Lakes region. The onset of spring in the western
United States is related to the springtime PNA index
with a correlation coefficient of 0.41(Cayan et al., 2001).
These correlations are modest because PNA is mostly a
wintertime atmospheric teleconnection pattern (Wallace
and Gutzler, 1981) and its amplitude diminishes and
location changes during the spring season (Barnston and
Livezey, 1987). Another possibility is that apart from
oceanic processes, terrestrial processes may influence the
PNA pattern (Cayan et al., 2001).

Similar regression analyses are also performed for the
second EOF mode and the results are shown in Figure 9.
A Rossby wave train, imbedded within the westerly jet
stream, occurs over the central Pacific Ocean and North
America (Figure 9(a)). The wave train is similar to

the circumglobal teleconnection (CGT) in the Northern
Hemisphere summer (Ding and Wang, 2005), which is
associated with the Indian summer monsoon and the jet
exit region over the North Atlantic Ocean. Under the
influence of this wave train, the Great Lakes region is
affected by a negative H200 anomaly, which is accom-
panied by an anomalous cyclonic circulation at 850 hPa
(Figure 9(b)). The cyclonic circulation brings cold and
dry air into the Great Lakes region (not shown). Wang
et al. (2012) found that there is substantial ice cover over
the Great Lakes in the spring season, especially in March
over Lakes Superior and Huron. Hence the decrease in
surface temperature also postpones the melting of Great
Lakes ice and the date of LSF. The westerly wind also
decreases surface temperature of the southern Great
Lakes through enhanced mixing and evaporation.

3.3.2. The first fall frost

Similar to LSF, the first EOF mode for the date of FFF
accounts for 29.03% of the total variance and the second
mode accounts for 12%. The spatial patterns and the time
coefficients for the first two modes for FFF are shown in
Figure 10. The variability is in phase across the region
except for a small patch to the northwest of Lake Supe-
rior. Large variability occurs over areas in the southeast
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(a)

(c)

(b)

(d) (e)

Figure 8. The anomalous (a) 200 hPa geopotential height (gpm), (b) mean sea level pressure (Pa), (c) sea surface temperature (◦C), (d) surface
temperature (◦C), and (e) 850 hPa wind (m s−1) maps regressed to the time series of the first EOF mode of the date of the last spring frost for

the period of 1980–2010.
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(a)

(b)

Figure 9. The anomalous (a) 200 hPa geopotential height (gpm) and (b) 850 hPa wind (m s−1) maps regressed to the time series of the second
EOF mode of the date of the last spring frost for the period of 1980–2010.

(a) (b)

(c) (d)

Figure 10. Spatial patterns (a) and (c) and the time series of the coefficients (b) and (d) of the first two leading EOF modes of the date of the
first fall frost for the period of 1980–2010: (a) and (b) the first mode, (c) and (d) the second mode.
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(a)

(b)

(c) (d)

Figure 11. The anomalous (a) 200 hPa geopotential height (gpm), (b) sea surface temperature (◦C), (c) surface temperature (◦C), and (d) 850 hPa
wind (m s−1) maps regressed to the time series of the first EOF mode of the date of the first fall frost for the period of 1980–2010.

and southwest of the region and areas south of Lake Supe-
rior and east of Lake Michigan. The main period of varia-
tion, as revealed by the spectral analysis of the time series
(not shown), is 3.5 years. The spatial pattern of the sec-
ond mode shows an out-of-phase variability with positive
anomalies over the lakes and in the Canadian Great Lakes
provinces and negative anomalies across the rest of the
region. Similar to LSF, the large positive anomalies occur
over the Great Lakes (Figure 10(c)). The major period of
the second time coefficient is 3 years. Both the first and
second modes are associated with PDO, with fall season
correlation coefficients of −0.48 and −0.42 between the
first and second coefficient and the PDO indices.

Similar regression analyses are also applied to the
date of the FFF and the results are shown in Figure 11.
A Rossby wave train originates over the tropical western
Pacific Ocean extending northeastward into western
Canada and southeastward into the United States, North
Atlantic Ocean, and Europe (Figure 11(a)). The positive

H200 anomalous centres occur over the central North
Pacific Ocean (40◦N, 160◦W), the Great Lakes region,
and the eastern North Atlantic Ocean (50◦N, 20◦W). The
negative H200 anomalous centres occur over the tropical
western Pacific Ocean (20◦N, 170◦W), western Canada
(50◦N, 130◦W), and the western North Atlantic Ocean
(40◦N, 50◦W). The spatial pattern of anomalous SST
over the Pacific Ocean shows a PDO cool phase over mid
and high latitudes (Zhang et al., 1997) (Figure 11(b)).
In addition, the lake surface temperatures over the Great
Lakes and SST over the North Atlantic Ocean and Japan
Sea show positive anomalies whereas a negative SST
anomaly occurs over the western North Atlantic Ocean.
The positive (negative) H200 anomalies correspond to
the positive (negative) sea or lake surface temperature
anomalies.

Compared with Figure 8(a), the positive H200 anomaly
over North America in Figure 11(a) weakens the trough
over North America and associated Arctic cold air
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(a)

(b)

(c)

Figure 12. The anomalous (a) 200 hPa geopotential height (gpm), (b) SST (◦C), and (c) 850 hPa wind (m s−1) maps regressed to the time series
of the second EOF mode of the date of the first fall frost for the period of 1980–2010.

invasions, leading to positive surface temperature anoma-
lies over most of North America. The positive H200
anomaly over the Great Lakes region and the southeast-
erly wind on the western side of the anticyclone increase
surface temperatures by 0.8 ◦C over the western Great
Lakes region. The positive H200 anomaly and the north-
easterly wind on the eastern side of the anticyclonic
circulation lead to an increase in surface temperature of
more than 0.6 ◦C over the eastern Great Lakes region.

Figure 12 shows the regression map of atmospheric
and oceanic variables to the second time coefficient.
A Rossby wave train is excited over the subtropical
central Pacific Ocean and extends from the North Pacific
Ocean to the North Atlantic Ocean with positive H200
anomalies over most of North America. In contrast
to Figure 11(a) and (b), the positive SST and H200
anomalies over the North Pacific Ocean are positioned

more westward. It has been indicated that the SST over
the Kuroshio Extension (KE) can strengthen the wave
train and influence the climate in North America. Peng
et al. (1997) and Peng and Whitaker (1999) investigated
the atmospheric response to SST anomalies over KE
using a general circulation model and the response
dependence on background wind field and found a similar
wave train. Over the tropical Pacific Ocean a typical
La Niña pattern does develop, though negative SST
anomalies occur over the tropical eastern Pacific Ocean.
Northerly winds induced by a cyclone prevail over the
western part of the Great Lakes region and easterly and
southeasterly winds from Atlantic Ocean occur over the
eastern part of the region. The dry and cold air results
in the early date of FFF over the southwestern Great
Lakes region. On the contrary, the warm and moist air
leads to the delay of FFF over Great Lakes and eastern
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(a) (b)

(c) (d)

Figure 13. Spatial patterns (a) and (c) and the time series of the coefficients (b) and (d) of the first two leading EOF modes of the length of the
frost-free season for the period of 1980–2010: (a) and (b) the first mode, (c) and (d) the second mode.

Great Lakes region. The large heat capacity of lake water
increases the minimum surface temperature over Great
Lakes and further delays the date of FFF over the Great
Lakes.

3.3.3. The frost-free season

The spatial patterns and time series of the leading two
modes of the length of FFS are shown in Figure 13.
The first mode explains 33.10% of the total variance,
which is larger than the fraction explained by the first
mode for LSF and FFF. The variability is in phase
across most of the region except for a small portion in
the northwestern part of the domain. Large variability
occurs over southwestern Lake Superior and the northern
and eastern shores of Lake Michigan. The time series
of the first mode reveals an interdecadal variability
(Figure 13(b)).On the basis of the Mann–Kendall (MK)
(Mann, 1945) abrupt change test, an abrupt change point
occurred in 1997/1998, with longer FFS over most of the
region after 1997/1998 and a shorter season prior to that.
The first mode is significantly related to PDO, with cor-
relation coefficients ranging from −0.39 in May to −0.60
in November. Apart from the interdecadal variability, the
first time coefficient has a 3.5-year period interannual
variability identified by spectral analysis (not shown).

The second mode explains only 9.49% of the total
variance. An opposite phase occurs between the Great
Lakes and the areas east of lakes and the western part
of the region (Figure 13(c)). The spatial pattern of the

second mode is similar to the spatial pattern of the trend
for FFS (Figure 5(c)). The second time coefficient also
displays an increasing trend. Besides the increasing trend,
the major periods of the second time coefficient are
2.5–2.9 and 4.1 years. Unlike the first mode, the second
time coefficient is significantly related to the PDO indices
only in March and April with the correlations of −0.49
and −0.40.

The regression maps of spring and fall atmospheric and
oceanic variables to the time coefficients of the length
of FFS are similar to those of the time coefficients for
the dates of LSF and FFF. Similar mechanisms can be
invoked to explain the leading modes for FFS.

4. Discussions

The results presented above are derived from gridded
reanalysis data, which is a model simulation of the past
that includes assimilation of historical observations.
There are pros and cons of using gridded data as opposed
to station observations for this and other similar climate
analyses. The major advantage is more consistent data
coverage in space and time, allowing for better descrip-
tion of spatial patterns. The gridded reanalysis, however,
is not real observations. The major caveat for this
study is the potential bias in the minimum temperature
which has a direct effect on the results. To examine
the potential biases in the minimum temperature in the
NLDAS-2 data, we obtained long-term climate records
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(a) (b)

(c)

Figure 14. Comparison of annual minimum temperature between observation and NLDAS at three sites. The locations of three sites are shown
in Figure 1.

from three climate stations in Michigan (locations
shown in Figure 1) and compared with the NLDAS-2
minimum temperatures. The results for annual mean
minimum temperature comparison at the three sites are
shown in Figure 14. There appears to be a cold bias in
NLDAS-2 minimum temperature. The cold bias, which
has a magnitude similar to other model or gridded data
products (1–3 ◦C), is consistent at all three locations and
for all years. The existence of a cold bias implies a delay
in the LSF, an earlier onset of the FFF, and a shorter
FFS in the analysis compared to reality, which should be
taken into consideration when assessing the climatology
of these variables. The cold bias, on the other hand, has
little effect on the analysis of the interannual variability
(the focus of the paper); the data capture the interannual
variability of the minimum temperature (with correlation
coefficients of 0.9824, 0.9392, and 0.9669 for Eau Clarie,
Mapple City, and Hart). This gives confidence in the
results on interannual standard deviations, trends, EOF
analysis of interannual variability, and the relationship
with large-scale circulation anamolies.

5. Summary

In this study, temporal and spatial variability of the date
of LSF, the date of FFF, and the length of FFS in the
Great Lakes region for the period of 1980–2010 are
investigated using two reanalysis datasets.

The domain-averaged LSF, FFF, and FFS all show
strong interannual variability. The major period for the
date of LSF and FFS is 3.5 years, which appears to be
related to El Niño-Southern Oscillation (ENSO). The

date for FFF exhibits a 2.5-year period of variation
and it seems to be associated with NAO. There is a
decreasing trend of −0.19 day year−1for the date of LSF,
an increasing trend of 0.24 day year−1 for the date of
FFF, and a significant increasing trend of 0.43 day year−1

for the length of FFS during the period of 1980–2010.
In other words, the trends during the past 31 years for
the region as a whole suggest an earlier occurrence of
the LSF, a delayed occurrence of FFF, and a lengthening
of the frost-free period.

The climatology, interannual standard deviations, and
trends of the three variables exhibit significant spatial
variability across the Great Lakes region. Compared to
the surrounding land areas, the Great Lakes have earlier
LSF, later FFF, and longer FFS, but weaker interan-
nual variability. Large-scale atmospheric circulations are
shown to have more influence on LSF than FFF over
the Great Lakes. The Great Lakes and their shores have
a significantly negative trend for LSF and a significantly
positive trend for FFF and FFS. The trends over the Great
Lakes depend on the locations and depths of the lakes and
the season. Collectively, the trends toward a longer FFS
should potentially be beneficial to most annual crops pro-
duced in the region. The implications for perennial crops
such as tree fruit are more complicated, however, as their
vulnerability also depends on the phenological stage at
the time of the freeze. So even though the LSF are com-
ing increasingly earlier in the year, so are the rates of
initial development. There is recent evidence that the vul-
nerability of fruit crops to frost damage may have even
increased with time as a result of these trends (Winkler
et al., 2013).
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EOF analyses show that the predominant modes
for LSF, FFF, and FFS account for 29.91, 29.03, and
33.10% of the total variance, and they are in phase
across most of the Great Lakes region. However, the
second mode, which accounts for 11.68, 12.01 and
9.49% of the total variance for LSF, FFF, and FFS,
mainly shows an out-of-phase variability between the
Great Lakes and the land areas.

The regression analyses show that the first EOF
mode for the date of LSF is mainly connected to
PNA and ENSO. The positive SST anomaly over the
tropical central Pacific Ocean during El Niño excites a
Rossby wave train (negative PNA), which strengthens
a trough over North America. A strong northwesterly
wind anomaly associated with the trough advects cold
and dry Arctic air into the Great Lakes region, decreasing
surface temperatures, and retarding the onset of LSF. The
situation is reversed during positive PNA and La Niña.
The first EOF mode for FFF is related to PDO. The
positive SST anomaly over the tropical central Pacific
Ocean associated with a PDO cool phase also excites a
Rossby wave train, where a positive 200 hPa geopotential
height anomaly is over the Great Lakes region and deters
the southward invasion of cold air, thus delaying the
onset of the FFF; the opposite occurs during the PDO
warm phase. For FFS, the first EOF mode is associated
with a PDO cool phase with an abrupt change point in
1997/1998. Similar Rossby wave trains are excited in
spring and fall and the same mechanisms as for FFF are
applied to the regression map.

The second EOF mode for LSF is related to springtime
CGT. An 850 hPa cyclonic circulation postpones the melt
of the ice of the Great Lakes and decreases the surface
temperature of the Lakes by mixing and evaporation.
The second EOF mode for FFF is associated with PDO,
which triggers a Rossby wave train over the North Pacific
Ocean, North America, and North Atlantic Ocean. Local
wind fields induced by the wave train and large heat
capacity of lake water cause the later dates of FFF over
the Great Lakes than over the southwestern part of the
region. The second EOF mode for the FFS is found to
be related to the spring PDO.

The explanations for the two leading modes of the
three variables are only given statistically. Numerical
experiments can be conducted to further validate the
forcing of SST anomaly over North Pacific Ocean on the
above-mentioned Rossby wave train. But the statistical
relation is critical for developing seasonal predictions for
the length of the FFS in the Great lakes region. Our
research should be extended to the western United States
where more noticeable lengthening of the FFS in recent
years has been noted (Easterling, 2002).
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