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[1] Spatial variation of urban surface air temperature and humidity influences human
thermal comfort, the settling rate of atmospheric pollutants, and plant physiology and
growth. Given the lack of observations, we developed a Physically based Analytical Spatial
Air Temperature and Humidity (PASATH) model. The PASATH model calculates spatial
solar radiation and heat storage based on semiempirical functions and generates spatially
distributed estimates based on inputs of topography, land cover, and the weather data
measured at a reference site. The model assumes that for all grids under the same mesoscale
climate, grid air temperature and humidity are modified by local variation in absorbed solar
radiation and the partitioning of sensible and latent heat. The model uses a reference grid site
for time series meteorological data and the air temperature and humidity of any other grid
can be obtained by solving the heat flux network equations. PASATH was coupled with the
USDA iTree-Hydro water balance model to obtain evapotranspiration terms and run from
20 to 29 August 2010 at a 360 m by 360 m grid scale and hourly time step across a 285 km2

watershed including the urban area of Syracuse, NY. PASATH predictions were tested at
nine urban weather stations representing variability in urban topography and land cover.
The PASATH model predictive efficiency R2 ranged from 0.81 to 0.99 for air temperature
and 0.77 to 0.97 for dew point temperature. PASATH is expected to have broad applications
on environmental and ecological models.

Citation: Yang, Y., T. A. Endreny, and D. J. Nowak (2013), A physically based analytical spatial air temperature and
humidity model, J. Geophys. Res. Atmos., 118, doi:10.1002/jgrd.50803.

1. Introduction

[2] Air temperature and humidity are important descriptors
of terrestrial environmental condition [Prihodko and
Goward, 1997] and they are two of the most critical meteoro-
logical variables in relation to biological and hydrological
processes, human thermal comfort, ecosystems, and energy
consumption on heating and cooling [Shulman, 1984; Stahl
et al., 2006]. Many studies show that land surface heterogene-
ity, such as local land cover and topography, has a significant
effect on microscale air temperature and humidity [Pielke,
2001; Weaver and Avissar, 2001; Lookingbill and Urban,
2003; Chun and Tamura, 2005; Solecki et al., 2005; Robitu
et al., 2006; McCarthy et al., 2010; Loridan and Grimmond,
2012; Yao and Steemers, 2013]. The urban heat island, where
urban area has higher temperature than surrounding rural areas
[Oke, 1973; Akbari et al., 1992;Kim, 1992; Abramowitz et al.,
2008; Georgescu et al., 2012], exemplifies how land cover
triggers spatial heterogeneity in air temperature; however,

within-city variation of air temperature is ignored by most
urban heat island conceptual models. Diurnal estimates of
microclimate, particularly air temperature and humidity, are
important for cities, which are home to 82.4% of the US
population and upward of 77.7% of the population in many
developing countries [DESA, 2012]. However, spatially
detailed microscale maps (<500 m) of diurnal air temperature
and humidity cannot be produced with standard diurnal
weather station records because they are generally limited to
single observations at meteorological stations.
[3] To obtain the microscale maps of air temperature and

humidity, researchers have applied either observational
measurement [Takahashi et al., 2004; Georgakis and
Santamouris, 2006] or numerical modeling [Elnahas and
Williamson, 1997; de La Flor and Domı́nguez, 2004;
Bozonnet et al., 2005; Robitu et al., 2006; Yao et al., 2011].
The observational methods, including direct point measure-
ment with high spatial density and indirect remote sensing
measurement, place a significant demand on labor and instru-
mentation for measurements across large areas. Although
remote sensing and infrared thermography can measure the
spatially distributed surface skin temperature over large areas,
studies show that there is no simple and general relationship
between the patterns of surface skin temperature and air
temperature [Roth et al., 1989; Stoll and Brazel, 1992;
Eliasson, 1996; Jin et al., 2005]. Voogt and Oke [1997]
concluded that regression techniques fail to predict air temper-
ature based on remotely sensed skin surface temperature due
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to spatially variable and complex linkages between the two
properties in urban areas. Moreover, due to the coarse
temporal measurement interval of satellites, the temporal reso-
lution of remote sensed maps would not satisfy hourly or daily
time series needs of environmental applications. Numerical
modeling has demonstrated great potential to map spatial air
temperature and humidity fields. Computational Fluid
Dynamics (CFD) simulations [Dimoudi and Nikolopoulou,
2003; Mortensen et al., 2007; Yao and Steemers, 2013] or
microclimate models, such as ENVI-met (http://www.envi-
met.com/), use fluid dynamic equations to simulate heat and
moisture fluxes, and can predict very detailed microclimate.
However, due to the high computing time demand and intense
data requirement for the CFD model domain, these models
typically are applied to small spatial and temporal scale
simulations. Regression models [Chuanyan et al., 2005]
and geostatistical models [Ishida and Kawashima, 1993;
Eliasson and Svensson, 2003; Lookingbill and Urban, 2003]
are also used to spatially distribute meteorological data, but
these models are site specific and require extensive observed
data for development.
[4] Land surface models overcome the limitations of

observational and CFD or statistical numerical modeling
methods in simulation of microscale spatially distributed
air temperature and humidity. Land surface models were
developed to better estimate the partitioning of energy into
sensible heat flux and latent heat flux, but are generally
applied in global or mesoscale climate models as the bound-
ary layer representation. Land surface models are built on
principles of energy balance and fluxes networks. The heat
fluxes are determined by the temperature and humidity
differences between vertical layers and are regulated by flux
resistances. In the evolution of land surface models, repre-
sentation of land surface morphology has incrementally
improved from the bucket model [Manabe, 1969], big leaf
model [Monteith, 1965;Deardorff, 1978], single layer model
[e.g., Dickinson et al., 1993; Masson, 2000; Walko et al.,
2000; Chen and Dudhia, 2001; Kusaka et al., 2001], and
multilayer model [e.g., Ca et al., 1999; Gu et al., 1999;
Wilson et al., 2003; Krayenhoff et al., 2013]. The sophistica-
tion of land surface model flux balances has also evolved and
includes hydrological, biophysical, biochemical, and ecolog-
ical processes, such as the BATS (Biosphere-Atmosphere
Transfer Scheme) [Dickinson et al., 1993], SiB (Simple
Biosphere Model) [Sellers et al., 1986; Sellers et al., 1996],
NCAR LSM (The National Center for Atmospheric
Research Land Surface Model) [Bonan, 1996], LEAF
(Land Ecosystem-Atmosphere Feedback model) [Lee,
1992] and LEAF-2 [Walko et al., 2000; Fan et al., 2007;
Miguez-Macho et al., 2007; Anyah et al., 2008], TEB
(Town Energy Balance model) [Masson, 2000; Hamdi and
Masson, 2008], and the ISAM (Integrated Science
Assessment Model) [Jain et al., 1996]. With the representa-
tion of various physical processes, land surface models not
only improved the representation of the climate model
boundary layer but were used in independent applications.
For example, the LEAF-2 model was applied to estimate
the global patterns of groundwater table depth [Fan et al.,
2013] and ISAM was used to study carbon storage and flux
dynamics in the Amazon basin [El-Masri et al., 2013].
Other land surface models use the canopy layer to explicitly
represent the living environment of human beings [Masson,

2000; Kusaka et al., 2001; Lee and Park, 2008] to simulate
the temperature and humidity important to population centers.
In the evolution of land surface models, they have arrived at a
point where they can simulate the urban microclimate.
[5] The single layer Urban Canopy Model (UCM)

coupled with Weather Research and Forecast (WRF) model
has been applied to study the urban heat island in many
major metropolitan regions [Chen et al., 2011], such as
Beijing, Hong Kong, Houston, New York City, Salt Lake
City, Taipei, and Tokyo. Chen et al. [2011] found that
formidable challenges limit application of this model,
including initialization of the detailed spatial distribution
of urban canopy state variables, such as temperature profiles
within walls, roofs, and roads, and specification of a large
number of parameters related to building characteristics,
thermal properties, emissivity, and albedo. Moreover, land
surface models such as UCM need spatially distributed
meteorological forcing data that are not generally available
for most urban areas, such as downward direct shortwave
radiation, downward diffuse shortwave radiation, and
downward longwave radiation. To satisfy these data needs,
mesoscale climate models are generally used to provide
time-series inputs for urban land surface models.
[6] Alternative methods to estimate spatial patterns of

urban air temperature and humidity are needed to facilitate
the growing interest in urban microclimatic response to
land cover change. One method advanced by Erell
and Williamson [2006] created the urban Canyon Air
Temperature (CAT) model. The CAT model uses meteoro-
logical parameters monitored at one reference weather station
to calculate the air temperature in another urban canyon by
cross-comparing land cover. The CAT model assumes that
the two sites are under the same mesoscale climatic condi-
tions and the microclimate of the two sites is primarily
modified by local land cover. Based on CAT model tests in
Adelaide, Australia, it has achieved good simulations of the
urban canyon air temperature in a range of weather condi-
tions. However, the CAT model cannot simulate urban
canyon humidity, a term important for human comfort and
heat index calculations, and it requires detailed 3D descrip-
tion of the urban canyon to account for parameters such as
the sky view factor, shading, and total urban surface area.
The requirement for a 3D description of the urban canyon
limited its application to small spatial scales.
[7] Our research builds on the CAT model and other urban

land surface models (e.g., UCM and TEB) by combining
their advantages of the single point weather measurement
as input and a simplified urban canopy representation. In this
research, we created the Physically based Analytical Spatial
Air Temperature and Humidity (PASATH) model to
simulate urban microclimate terms of air temperature and
humidity at a subdaily time step. In section 2, we introduce
the physics of the model; in section 3, we present an example
application; in section 4, we discuss the advantages and
limitations of the model; and in section 5, we summarize
our research findings.

2. Model Development

2.1. Heat Flux Network

[8] The PASATH model calculates local grid air tempera-
ture and humidity by analytically solving the energy balance
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equations describing the local vertical energy fluxes network
(Figure 1). The vertical scale of this model is the surface
layer, assumed to be a constant flux layer, which includes
the canopy layer and the layer above the canopy. Our
objective is to predict the air temperature and humidity in
the canopy layer. The PASATH shares the following
assumptions of the CAT model: (a) the aerodynamic mixing
within the canopy is sufficient to allow the hypothetical
existence of a mean canopy air stream, and the measured
air temperature and humidity at the screen level (2 m) can
represent the mean air temperature and humidity under the
canopy; (b) there is a height above the canopy layer at which
the temperature and humidity are approximately uniform.
The PASATH model further assumes: a local grid can have
n types of land cover, where common urban land cover types
include impervious, soil, water, trees, and short vegetation;
each land cover type is represented by simplified planar
surface and is a percentage of the total grid area; the heat
trapping effects of three-dimensional buildings and vegetation
on absorption of solar radiation are represented by their
effective albedos. In the development and illustration of the
PASATHmodel, we use three land cover types (n), represented
as subscripts 1, 2, 3, to demonstrate how the local grid air tem-
perature and humidity are calculated. The energy flux network
(Figure 1) can be described by the following equations:

H ¼ ρCp
Ta � Tb

ra
(1)

LE ¼ λ
AHa � AHb

ra
(2)

H1 ¼ ρCp
Ts1 � Ta

r1H
(3)

LE1 ¼ λ
AHs1 � AHa

r1LE
(4)

H2 ¼ ρCp
Ts2 � Ta

r2H
(5)

LE2 ¼ λ
AHs2 � AHa

r2LE
(6)

H3 ¼ ρCp
Ts3 � Ta

r3H
(7)

LE3 ¼ λ
AHs3 � AHa

r3LE
(8)

in which H (W/m2) represents sensible heat flux and
LE (W/m2) represents latent heat flux between local grid
air layer (a) and mesoscale air layer (b); Hn (W/m2) repre-
sents sensible heat flux and LEn (W/m2) represents latent
heat flux between land surface (s) and local grid air layer
(a); ρ (kg/m3) is the air density, Cp (J/kg/K) is the specific heat
of air at constant pressure; λ (kJ/kg) is the latent heat of vapor-
ization for water; Tsn and AHsn represent the surface tempera-
ture and humidity, respectively, for land cover type n; Ta and
AHa represent the local air temperature and absolute humidity;
Tb and AHb represent the mesoscale air temperature and
absolute humidity; ra represents the heat transfer resistance
between the canopy air layer to the upper mesoscale air layer;
and rnH and rnLE represent the sensible heat transfer resistance
and latent heat transfer resistance between land surface type
n (1, 2, or 3 in this case) and canopy air.
[9] The energy budgets for each land cover type are:

Q1
� þ QF1 ¼ H1 þ LE1 þ ΔQ1 (9)

Q2
� þ QF2 ¼ H2 þ LE2 þ ΔQ2 (10)

Q3
� þ QF 3 ¼ H3 þ LE3 þ ΔQ3 (11)

in whichQn
* (W/m2) is the net all-wave radiation,QFn (W/m2)

is anthropogenic heating, and ΔQn (W/m2) is the heat storage
for land cover type n. According to the conservation of energy
and for steady state, the heat flux from local grid air layer to the

Figure 1. Energy flux net work above the land surface. The differences in temperature and humidity drive
the energy fluxes between the land surface and local air, and between the local air and upper mesoscale air.
Tsn and AHsn represent the surface temperature and humidity of land cover n; Ta and AHa represent the local
air temperature and humidity; Tb and AHb represent the mesoscale air temperature and humidity; ra
represents the heat transfer resistance between the local cluster air layer to the upper mesoscale air layer;
and rnH and rnLE represent the sensible heat transfer resistance and latent heat transfer resistance between
land surface and local air for land cover n.
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mesoscale atmosphere should be equal to the summation of
heat flux from each land cover to the local grid air layer:

H ¼ C1H1 þ C2H2 þ C3H3 (12)

LE ¼ C1LE1 þ C2LE2 þ C3LE3 (13)

in which Cn is the percentage for land cover type n.
Assuming Qn

*, QFn, and ΔQn can be estimated based on
physical and empirical values (introduced in section 2.2),
and the heat flux resistances between the layers can be
estimated based on semiempirical functions (introduced in
section 2.3), then we have 13 equations and 18 unknown
variables for n equal to three land cover types: H, LE, H1~3,
LE1~3, Ta, AHa, Tb, AHb, Ts1~3, es1~3. To solve for the
unknown variables, we need to either reduce the number of
unknown variables or introduce additional equations to
describe the system.
[10] The challenge remains to find the sensible heat flux,

latent heat flux, surface temperature, and surface humidity
variables. These variables are not commonly measured
because of the difficulty of the measurements and the high
operational and maintenance requirements of the instru-
ments. To estimate these variables, we applied the underlying
assumption of the Penman-Monteith potential evaporation
equation that the surface temperature is approximately equal
to the wet bulb temperature Tw and the surface humidity AHsn

is equal to the saturated humidity at wet bulb temperature
AHsat(Tw). While the Tw term is cancelled during derivation
of our model, this assumption allows us to derive a relationship
between latent heat flux and sensible heat flux. According to
the Penman-Monteith assumption, the potential latent heat flux
PLEn from land cover n can be described as:

PLEn ¼ λ
AHsat Twð Þ � AHa

rnLE
(14)

[11] By introducing the slope of the saturation vapor
pressure curve evaluated at air temperature Ta [Maidment,

1993]: Δ ¼ AHsat Tað Þ�AHsat Twð Þ
Ta�Tw

, the saturated surface humidity
can be described by:

AHsat Twð Þ ≈ AHsat Tað Þ � Δ Ta � Tsð Þ (15)

[12] Inserting equation (15) into equation (14), we can obtain:

PLEn ¼ λ
AHsat Tað Þ � Δ Ta � Tsnð Þ � AHa

rnLE
(16)

[13] According to equations (3), (5), and (7), Ta � Tsn ¼ �
HnrnH
ρCp

, and then the potential latent heat flux from land cover n

(equation (16)) can be described by:

PLEn ¼ λ
AHsat Tað Þ � AHa

rnLE
þ λ

ΔHrnH
rnLEρCp

(17)

in whichAHsat(Ta) is the air saturated absolute humidity (kg/m
3)

at air temperature Ta (K) and can be calculated by [Lawrence,

2005]: AHsat Tað Þ ¼ 1:324
Ta

� exp 17:27 Ta�273:15ð Þ
Ta�35:85ð Þ

� �
, Δ can be

calculated by Δ ¼ � AHsat Tað Þ -4169:56þTað Þ -0:308239þTað Þ
Ta -35:85þTað Þ2 ,

and AHa is air absolute humidity calculated by:

AHa ¼ 1:324

Td
� exp

17:27 Td � 273:15ð Þ
Td � 35:85ð Þ

� �
(18)

in which Td is dew point temperature. Td is generally mea-
sured at standard weather station instead of air absolute hu-
midity AHa; therefore, we need equation (18) to covert Td
to AHa. The potential latent heat flux calculated in equation
(17) is then transformed into actual latent heat flux for each
land cover type by representing constraints in water avail-
ability and resistances.
[14] The adjustment from potential to actual latent heat flux

for impervious cover utilizes the water availability function
developed by Deardorff [1978] and Noilhan and Planton
[1989]. In place of the intercepted water on plant leaves, we
consider the depression storage on impervious surfaces:

LEimp ¼ PLEimp*
S

S max

� �2
3

¼ λ
AHsat Tað Þ � AHa

rimpLE
þ λ

ΔHrimpH
rimpLEρCp

� �
*

S

S max

� �2
3

(19)

in which S is the actual water storage depth of the impervious
surface, Smax is the maximum depression storage depth of
impervious surface, and rimpLE and rimpH are the aerodynamic
resistance of latent heat and sensible heat flux above impervi-
ous surface. According to equation (19), the real latent heat
flux from impervious surface is zero if there is no depression
storage.
[15] The adjustment from potential to actual latent heat flux

for bare soil cover uses root zone soil moisture storage and
soil surface evaporation resistance as estimated by [Beven
et al., 1995; Wang et al., 2008]:

LEsoil ¼ PLESoil*
rSoilLE

rSoilLE þ rg
* 1� D

Dmax

� �� �

¼ λ
AHsat Tað Þ � AHa

rSoilLE þ rg
þ λ

ΔHrSoilH
rSoilLE þ rg
� 	

ρCp

 !

* 1� D

Dmax

� �� �
(20)

in which D is the root zone water deficit depth, Dmax is the
maximum root zone water deficit depth, rsoilLE and rsoilH
are the aerodynamic resistance of latent heat and sensible
heat flux above soil surface, and rg is soil surface evaporation
resistance.
[16] The adjustment from potential to actual latent heat flux

for vegetative cover is the summation of actual evaporation
LEevap and actual transpiration LEtran:
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LEGreen ¼ LEevap þ LEtran (21)

[17] The actual evaporation LEevap from intercepted pre-
cipitation can be estimated by [Deardorff, 1978; Noilhan
and Planton, 1989]:

LEevapo ¼ PLEGreen*
S

S max

� �2
3

¼ λ
AHsat Tað Þ � AHa

rGreenLE
þ λ

ΔHrGreenH
rGreenLEρCp

� �
*

S

S max

� �2
3

(22)

in which S is the intercepted precipitation depth per unit area,
Smax is the maximum intercepted precipitation storage depth
per unit area, and rGreenLE and rGreenH are the aerodynamic re-
sistance of latent heat and sensible heat flux above canopy.
The actual transpiration LEtran through the root, stem, and
leaves is estimated by [Liang et al., 1994]:

LEtran ¼ PLEGreen*
rGreenLE

rGreenLE þ rc
* 1� S

S max

� �2
3

" #

¼ λ
AHsat Tað Þ � AHa

rGreenLE þ rc
þ λ

ΔHrGreenH
rGreenLE þ rcð ÞρCp

� �

* 1� S

S max

� �2
3

" #
(23)

in which rc is canopy resistance for transpiration.
[18] Using equations (19), (20), and (21) to express the re-

lationship of latent heat flux and sensible heat flux in place
of the six equations (3) to (8) gives us three fewer equations
and six fewer variables (the surface temperature and surface
humidity terms) to solve. Now we have 10 equations and 12
unknown variables. If we have a meteorological station lo-
cated within the study area and local temperature Ta and hu-
midity AHa are measured, then for this local grid the number
of unknown variables is reduced to 10. As a result, we have 10
equations (equations (1), (2), (9), (10), (11), (12), (13), (19),
(20), and (21)) and 10 unknown variables, and we can solve
these equations to obtain the values of H, LE, H1~3, LE1~3,
Tb, AHb. In our model development, we utilize the assumption
of the Canopy Air Temperature (CAT) model [Erell and
Williamson, 2006] that the mesoscale climate is homogenous
for the study area. Therefore, for any other local grids, the
calculated mesoscale air temperature Tb and humidity AHb

are known variables and the local air temperature Ta and
humidity AHa are unknown variables. By solving model
equations (equations (1), (2), (9), (10), (11), (12), (13), (19),
(20), and (21)), the local air temperature Ta and humidity
AHa can be obtained. The model simulation also provides
the values for total latent heat flux LE, total sensible heat flux
H, latent heat flux from every land cover LE1~3, and sensible
heat flux from every land cover H1~3.

2.2. Estimation of Net All-Wave Radiation Q�
n, Heat

Storage ΔQn, and Anthropogenic Heating QFn

2.2.1. Estimation of Net All-Wave Radiation Q�
n

[19] The net all-wave radiation is composed of net short-
wave radiation and net longwave radiation. It can be obtained
by direct measurement, but it is not practical to measure it for

every land grid for a spatially distributed model and it is not
measured in most weather stations. In the PASATH model,
we estimated the net all-wave radiation absorbed by each
surface type Q�

n, using the function [Offerle et al., 2003]:

Q�
n ¼ L↓� L↑þ SW 1� αð Þ (24)

in which L ↓ is the downward atmospheric longwave radia-
tion, L ↑ is the upward longwave radiation, SW is the
incoming shortwave radiation, and α is the land surface
effective albedo. The incoming shortwave radiation for a
particular land grid can be calculated by [Kumar et al.,
1997; Kusaka et al., 2001]:

SW ¼ SWDir½ sin θð Þ* cos φð Þ* sin δð Þ* cos γð Þ
þ sin θð Þ* sin φð Þ* sin δð Þ* sin γð Þ
þ cos θð Þ* cos δð Þ� þ SWDif (25)

in which SWDir and SWDif are the direct solar radiation and
diffuse solar radiation received by a horizontal surface; θ is
the land slope; ϕ is land aspect; δ is the sun zenith angle;
and γ is the sun azimuth angle. The hourly values of SWDir

and SWDif are calculated using established algorithms
[Maxwell, 1998] that consider the factors of sun position,
cloud cover, aerosol optical length, precipitable water vapor,
and ozone. The net direct shortwave radiation received by
each land grid is calculated by including the influence of
local slope and aspect, and the zenith and azimuth angle of
the sun [Kumar et al., 1997].
[20] The downward atmospheric longwave radiation is

calculated according to the Stefan-Boltzmann law using air
temperature Ta (K) [Offerle et al., 2003]:

L↓ ¼ εaσT4
a (26)

in which σ is the Stefan-Boltzman constant and εa is the
atmosphere emissivity. The atmosphere emissivity εa is as-
sumed related to air humidity and cloud cover percentage
and estimated by εa = [0.741 + (0.0062 * Td)] * (1 - C) + C,
in which Td is dew point temperature and C is the cloud
cover percentage in the sky [Berdahl and Fromberg,
1982]. The upward longwave radiation is calculated by
[Offerle et al., 2003]:

L↑ ¼ εsσT4
s þ 1� εsð ÞL↓ (27)

in which εs is the surface emissivity. The PASATH model
uses air temperature Ta (K) and incoming shortwave radia-
tion to approximate the surface temperature [Offerle et al.,
2003]:

T4
s ≈ T

4
a þ

c*SW 1� αð Þ
εsσ

(28)

in which c is a constant of 0.08 [Offerle et al., 2003], SW
is the incoming shortwave radiation, and α is the surface
effective albedo. In equation (28), there is no adjustment
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of surface temperature during nighttime when SW is 0, and
this is based on the study of Offerle et al. [2003] reporting
a small nighttime difference of urban surface temperature
and near surface air temperature.
2.2.2. The Estimation of Heat Storage ΔQn

[21] The heat storage ΔQn refers to the combined heat
uptake and release from all substances, such as air, soil,
biomass, and building materials. ΔQn for different land covers
is estimated by using the empirical function [Grimmond and
Oke, 1999a; Grimmond and Oke, 2002]:

ΔQn ¼ a1Q
�
n þ a2

∂Q�
n

∂t
þ a3 (29)

in which t is the time,Q�
n is the net all-wave radiation for land

cover n, and a1, a2, and a3 are empirical parameters. In the
right-hand side of the equation, the first term represents the
overall strength of the dependence of the heat storage on
net radiation, the second term represents the phase difference
of the heat storage and the net radiation, and the third term a3
represents the spontaneous heat flux when both Q�

n and ∂Q�
n

∂t
vanish, and may be caused by the temperature difference
between land cover and air, or by the release of latent heat
from land covers or air [Camuffo and Bernardi, 1982; Erell
and Williamson, 2006]. The values of a1, a2, and a3 relate
to land use, surface materials and geometries, and the empir-
ical values of a1, a2, and a3 for different land cover types,
including impervious, open, and green space, are provided
by Grimmond and Oke [1999a].
2.2.3. The Estimation of Anthropogenic Heating QFn

[22] The anthropogenic heating depends on various fac-
tors such as the intensity of energy use, power generation,
and transportation systems [Taha, 1997]. Sailor [2011]
identified methods to estimate anthropogenic heating as in-
ventory approaches, energy budget closure methods, and
building energy models. In a study of six large US cities,
Sailor and Lu [2004] found that the maximum anthropo-
genic heating was 60 W/m2 in the summer and 75 W/m2

in winter. In our PASATH model, the anthropogenic
heating can be specified by user-based knowledge of study
site activities or can be safely neglected without introducing
much error if its value is small or relative homogenous for
the study area (see Appendix A for the mathematical evalu-
ation). One tool to assist in these estimates is the LUCY
(Large scale Urban Consumption of Energy) model [Allen
et al., 2011], which provides a rough estimate of the anthro-
pogenic heating flux at spatial resolutions ranging from
30 × 30 arc-second to 0.5° × 0.5°, which includes several
microclimate grids.

2.3. The Estimation of Heat Flux Resistances

[23] The wind speed under the urban canopy is assumed to
have an exponential profile and the average wind speed is
calculated by [Kusaka et al., 2001]:

Ucan ¼ Utop exp �0:386
h

w

� �
(30)

in which Utop is the wind speed at the roof level, h is the
building height, and w is the road width. The resistance for
turbulent fluxes from the impervious or soil surface to urban

canopy air layer is then estimated by [Kusaka et al., 2001;
Lee and Park, 2008]:

rImpH=LE ¼ rSoilH=LE ¼ ρcp
11:8þ 4:2Ucan

(31)

[24] The resistance for turbulent fluxes between the vegeta-
tion layer and urban canopy layer is estimated by [Lee and
Park, 2008]:

rGreenLE=H ¼ 12 1þ 0:55LAIð ÞU�1=2
can

1� exp �0:4LAIð Þ (32)

in which LAI is the vegetation Leaf Area Index.
[25] The wind profile above the urban canopy is assumed

to have a logarithmic profile [Kusaka et al., 2001], and
the aerodynamic resistances of latent heat and sensible
heat fluxes above the urban canopy are treated the same
[Lindroth, 1993]:

ra ¼
ln2

zu�d
zo

� �
k2uz

(33)

in which zu is the wind speed measurement height, d is the
zero plane displacement of the logarithmic wind profile, zo
is a roughness length governing the transfer of heat and wa-
ter, k is the von-Karman constant 0.4, and uz is the wind
speed measured at the zu height. The aerodynamic properties
of the urban area have been studied intensely [Grimmond,
1998; Grimmond and Oke, 1999b; Millward-Hopkins et al.,
2011; Crago et al., 2012]; however, there is no generic
formula for the roughness length and zero plane displace-
ment for heterogeneous urban settings. Some experimental
studies suggests the roughness length range 0.4 to 0.7 m for
dense low buildings and 0.7 to 1.5 m for regularly built towns
[Wiernga, 1993;Masson, 2000], with a value approximating
one tenth of the building height. In the PASATH model, we
set the default roughness length to one tenth of average build-
ing height, but users can specify the values of roughness
length and zero plane displacement based on their knowledge
of their study area.
[26] The surface resistance for soil evaporation rg is

calculated as [Sellers et al., 1992]:

rg ¼ exp 8:206� 4:255
θ � θwp
θsat � θwp

� �
(34)

in which θ is soil volumetric water content, θwp is the soil
wilting point, and θsat is the saturated water content.
According to equation (34), as the soil dries, the resistance
for soil evaporation increases. The canopy resistance rc is
estimated by [Liang et al., 1994]:

rc ¼ rc;min*g

LAI
(35)

in which LAI is leaf area index, rc,min is the minimum canopy
resistance, and g�1 ¼ θ�θwp

θf c�θwp
where θfc is soil field capacity

and θwp is soil wilting point. The value of θ can range from
wilting point for completely dry condition to the value of θsat
for saturated condition.
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3. PASATH Model Application

3.1. Study Site

[27] The PASATH model was designed to use hydrologi-
cal information of water availability for each land grid at
each time step. We provided this information by coupling
PASATH with the watershed scale hydrology model iTree-
Hydro [Wang et al., 2005; Wang et al., 2008; Yang et al.,
2011]. The iTree-Hydro model uses TOPMODEL spatial
water redistribution concepts [Beven and Kirkby, 1979] to
simulate the lateral flow of ground water along with urban
and vegetation interception functions to represent the impact
of land cover on soil moisture. iTree-Hydro has flexible
spatial resolution, limited by land cover and elevation maps
(e.g., 1 to 100 m). The PASATH and iTree-Hydro models
were coupled through the evapotranspiration terms; at each
time step, iTree-Hydro simulates the water storage of each
grid and then PASATH simulates the evapotranspiration
and updates the water storage of each grid. We applied the
coupled model to the 285 km2 Onondaga Creek watershed
(outlet at USGS Spencer Street gauge. #04240010, 43°2′
49″N 76°8′40″W), with 53% forest cover, 32% agricultural
cover, 14% urban cover, and 1% water cover, and which
contains much of the city of Syracuse, NY. Syracuse, NY is
50 km south of the eastern edge of Lake Ontario and has a

humid continental climate. US Census data estimate the
2010 population of Syracuse at 147,306, which is the fifth
most populous city in the state of New York. Interest in
Syracuse air temperature and humidity motivated the
USDA Forest Service to deploy nine local weather stations
throughout the Syracuse urban area in 2010, placing the
stations to sample the variability in topography and land
cover (Figure 2 and Table 1). The weather stations are in in-
ner-city low-lying plains with varying building and tree
canopy cover, a residential site in a flat valley, and upland
areas of residential, institutional, forest, and park land cover.
The measured under canopy air temperature and humidity
were taken at 2 m height. Our tests of PASATH model accu-
racy assume that the station measured air temperature and
humidity represent the average value of the simulated grid.
The PASATH model input of topography was obtained from
digital elevation model (DEM) data, and the input of land
cover (Figure 2) was obtained using the 2001 National
Land Cover Database (NLCD), noting the fraction of tree
canopy and impervious surface in each NLCD land cover
grid. We resampled the original 30 m resolution NLCDmaps
to 360 m by 360 m resolution (12 × 12 NLCD pixels) to
incorporate a larger influence area for each simulated land
grid. For grids not classified as water (NLCD codes 11 and
12), if the combined fraction of impervious cover and tree

Figure 2. Top left figure is Onondaga Creek watershed study site with elevation data and weather stations,
top right is the Syracuse, NY city area with 2001 National Land Cover Data (codes 21–24 are developed,
codes 41–43 are forested). Bottom left is the city area with percent impervious cover and bottom right is city
area with percent canopy cover. All cover data are shown at 360 m resolution pixels.
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canopy cover was less than 1, we assigned the remaining
fraction to short vegetation for all land cover classes except
barren cover (NLCD code 31) which is assigned to bare soil.
The inputs values for PASATH model parameters are shown
in Table 2. There are four categories for urban area used in
our 2001 NLCD land cover classification: developed, open
space (NLCD code 21), developed, low intensity (NLCD
code 22), developed, medium intensity (NLCD code 23),
and developed, high intensity (NLCD code 24). For each
of the four urban categories, we assigned different values
for building height to road width ratio (h/w). The city of
Syracuse is a medium-sized city with low buildings and
broad roads. The residential area is featured with sparse
two-story houses and the urban core has higher buildings
of which the heights typically do not exceed six stories. We
do not have detailed in situ measurement of building heights
and road widths, but even with such measurements it is diffi-
cult to parameterize the values for a large area. In this study,
the values of h/w were assigned around the values used by
TEB model for a medium-sized city [Masson, 2000]. These
values can be calibrated if necessary. The impervious cover
effective albedo was assigned using relations between effec-
tive albedo and h/w [Masson, 2000]. The USDA FS weather
station 1 was located in developed high intensity land cover
(NLCD code 24) and was arbitrarily chosen as the reference

site to calculate the mesoscale climate. The PASATH model
simulated air temperature and humidity across the entire
watershed, and predicted and observed values were compared
at the eight weather stations at an hourly time step.

3.2. Simulation Results

[28] The air temperature, humidity, sensible heat flux,
and latent heat flux of each local grid were simulated by
PASATH model. We evaluated the simulation results from
two aspects: (a) whether the PASATH model accurately
simulated spatial variations in air temperature and humidity;
(b) whether the PASATH model accurately simulated the
local grid air temperature and humidity.
[29] Changes in elevation and land cover across the water-

shed created between-station variation in both observed air
temperature and dew point temperature, which ranged by
about 6 K (Figure 3); the between-station variation is the
difference between the local weather station value and the
reference weather station value. The smallest variation in
temperature was during 23 August when winds were highest
and rains were present (Figure 3). To evaluate the capability
of the PASATH model to capture spatial variations in
air temperature and dew point temperature, we contrast
between-station variations of both simulated air temperature
and simulated dew point temperature (Figure 3). Compared

Table 2. The PASATH Model and Coupled iTree-Hydro Model Parameter Values

Symbol Name (Unit) Value

Θwp Soil wilting point (%) 0.05
Θfc Soil field capacity (%) 0.2
Θsat Soil saturation point (%) 0.35
rc,min Canopy minimum resistance (s/m) 150
zu Wind measurement height (m) 10
αtree Effective albedo of tree 0.15
αshort Effective albedo of short vegetation 0.25
αsoil Effective albedo of soil 0.17
ɛveg Emissivity of vegetation (tree or short vegetation) 0.97
ɛsoil Emissivity of soil 0.95
ɛimp Emissivity of impervious 0.95
αimp21 Effective albedo of impervious for developed open space area 0.4
αimp22 Effective albedo of impervious for developed low intensity area 0.25
αimp23 Effective albedo of impervious for developed medium intensity area 0.18
αimp24 Effective albedo of impervious for developed high intensity area 0.15
himp21 Average urban canopy height for developed open space (m) 0.1
himp22 Average urban canopy height for developed low intensity area (m) 5
himp23 Average urban canopy height for developed medium intensity area(m) 10
himp24 Average urban canopy height for developed high intensity area (m) 15
(h/w)imp21 Average building height to road width ratio for developed open space area 0.01
(h/w)imp22 Average building height to road width ratio for developed low intensity area 0.5
(h/w)imp23 Average building height to road width ratio for developed medium intensity area 0.8
(h/w)imp24 Average building height to road width ratio for developed high intensity area 1.2

Table 1. National Land Cover Data Type, Impervious Cover Fraction, and Tree Canopy Cover Fraction at the Weather Station Sites

Site NLCD Land Use Impervious Cover (%) Tree Canopy Cover (%)

1 Reference 24: Developed, High Intensity 79.9 0.0
2 CBD 24: Developed, High Intensity 89.7 0.0
3 West side, N 22: Developed, Low Intensity 62.0 0.0
4 West side, S 23: Developed, Medium Intensity 52.0 3.3
5 Campus 22: Developed, Low Intensity 64.7 1.9
6 Park 22: Developed, Low Intensity 31.6 14.3
7 Suburban 52: Shrub/Scrub 4.8 42.9
8 Forest 21: Developed, Open Space 2.9 45.2
9 Valley 22: Developed, Low Intensity 26.1 21.8
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with 6 K between-station variation in the observed air
temperature, the simulated air temperature only varied by
4 K. This difference is explained by simulation controls,
which according to equation (1) include sensible heat flux
from the local air layer to the mesoscale air layer and the
aerodynamic resistance. Between-station variation can be
examined by applying equation (1) to any two grids 1 and
2, such that:

H1 ¼ ρCp
Ta1 � Tb

ra
(36)

H2 ¼ ρCp
Ta2 � Tb

ra
(37)

in which Ta1 and Ta2 are the local air temperature for land grids 1
and 2. By subtracting equation (37) from equation (36), we get:

H1 � H2 ¼ ρCp
Ta1 � Ta2

ra
(38)

[30] The sensible heat flux difference (H1�H2) between
grids 1 and 2 can be represented by the local air temperature
difference, (Ta1�Ta2). The simulated sensible heat flux has
between-station variation ranging by 250 W/m2 (Figure 3).
Using the relation equation (38) for an aerodynamic resis-
tance of 25 s/m, we computed that a 250 W/m2 difference
in sensible heat flux leads to a 6 K difference in simulated
air temperature. According to equation (33) the aerodynamic
resistance is determined by the wind speed when the urban
morphology is fixed; the higher the wind speed, the lower
the aerodynamic resistance. Given the wind measurement
height of 10 m, zero displacement height is 6 m and
roughness length is 1 m; with the wind speed of 1 m/s, the

Figure 3. Between-station variation (station n - station 1) of observed air temperature, simulated air temper-
ature, simulated sensible heat, observed dew point temperature, simulated dew point temperature, and simulated
latent heat, and observed wind speed and rain for time period 20 to 29 August 2010 for all the stations.
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aerodynamic resistance is 12 s/m and a 250 W/m2 difference
in sensible heat flux leads to a 3 K difference in simulated air
temperature. When the wind speed is 5 m/s, the aerodynamic
resistance is lowered to 2.4 s/m and a 250W/m2 difference in
sensible heat flux leads to a 0.6 K difference in simulated air
temperature. For example, we had large simulated between-
station variations of sensible heat flux (about 220 W/m2) at
16:00 26 August that are explained by high wind speeds
creating a low aerodynamic resistance and led to only 1 K

between-station variation of simulated air temperature, while
the observed variation was nearly 4 K and station winds varied.
[31] Between-station variation in simulated dew point

temperature ranged by 4 K (Figure 3), and between-station
variations of observed and simulated dew point temperature
were larger in daytime than nighttime. This is explained by
simulated daytime variations in latent heat flux ranging
by 300 W/m2, while nighttime maximum variation was
only 50 W/m2. Between-station variation of dew point

Figure 4. Scatterplots of simulated air temperature and humidity for station 2 to station 9.

Table 3. Correlation Coefficient (R2) of Simulated Air Temperature and Dew Point Temperature Time Series and R2 of Reference Site
Observed Air Temperature and Dew Point Temperature Time Series

Site
Simulated Air
Temperature R2

Reference Site Air
Temperature R2

Simulated Dew Point
Temperature R2

Reference Site Dew Point
Temperature R2

2 CBD 0.99 0.99 0.97 0.97
3 West side, N 0.96 0.94 0.97 0.95
4 West side, S 0.9 0.86 0.78 0.6
5 Campus 0.96 0.94 0.97 0.94
6 Park 0.89 0.77 0.9 0.86
7 Suburban 0.82 0.64 0.77 0.84
8 Forest 0.85 0.54 0.83 0.52
9 Valley 0.81 0.7 0.84 0.67
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temperature can be examined by applying equation (2) and
equation (18) in an analysis similar to that for sensible heat
flux (equations (36) and (37)). In this case we find the be-
tween-station variations in simulated latent heat flux are
reflected by variation in simulated dew point temperature.
During nighttime, the net all-wave radiation was generally
low and provided little energy for latent heat flux, so the ab-
solute between-station differences of latent heat flux were
small. As a result, both observed and simulated dew point
temperature exhibited smaller nighttime between-station var-
iation than daytime variation.
[32] During rain events, from 22 August at 12:00 pm to 23

August at 1:00 pm (Figure 3), both the simulated air temper-
ature and dew point temperature had very small between-
station variation, and matched the observed variation. This
agreement was attributed to the synoptic nature of the
precipitation with nearly uniform radiation and high wind
speed across the entire watershed.
[33] To show and evaluate the accuracy of simulated local

grid air temperature and humidity, we plotted the scatterplots
of the simulated air temperature and dew point temperature
for each weather station (Figure 4). Because dew point
temperature was recorded instead of the absolute humidity at
the nine weather stations, equation (18) was used to covert
simulated absolute humidity to dew point temperature. From
direct observations of the plots (Figure 4), we can see that
the simulation can capture the observed air temperature and
dew point temperature for each station, with better fit for
stations with higher impervious cover. We used the R2 metric
to quantify fit between simulated and observed values, where a
value of 1 represents perfect correspondence and a value of
0 indicates that the observed average is a better estimator than
the simulation. The R2 values ranged from 0.81 to 0.99 for
simulated air temperature and from 0.77 to 0.97 for simulated
dew point temperature (Table 3). The R2 values were higher
for stations with higher impervious cover percentage (e.g.,
station 2, station 3, and station 5) than for stations with higher
tree cover percentage (e.g., station 7 and station 8). This
decrease in model performance with increasing vegetation
cover may be caused by errors associated with vegetation
related parameters, such as canopy resistance and LAI.
[34] We also tested whether simulated temperatures were a

better estimator of observed values than using the reference
site weather as an estimator by calculating the R2 values for
the observed air temperature and dew point temperature at
the reference site and all observed weather station locations
(Table 3). According to the R2 values, we can conclude that

the simulated air temperature was always a better estimator
of local air temperature than the reference site observed air
temperature. The PASATH model simulated dew point tem-
perature was a better estimator of local dew point temperature
than the reference site observed dew point temperature for all
the stations except for station 7 (NLCD 52: Shrub/Scrub),
which may be caused by errors on shrub-related parameters,
such as shrub LAI or shrub canopy resistance. The overall
simulation accuracy at each weather station site is determined
on the estimation accuracy of the inputs of the PASATH
model, such as the effective albedo of impervious and
vegetation cover, land cover percentages, water availability
on each land cover, incident solar energy, wind speed, h/w,
and heat storage. Better estimation of the input variables
can improve the model prediction on the local grid air
temperature and humidity.
[35] Spatial distributions of the PASATH model simulated

air temperature and dew point temperature can be generated
at any time step, and we present the spatial maps for 17:00
on 29 August 2010 in Figure 5. The simulated maximum
spatial difference in air temperature was about 2.6 K, and
the spatial difference in dew point temperature was about
1.6 K. Air temperature spatial distributions had a negative
correlation with tree canopy cover and positive correlation
with impervious cover, while dew point temperature had
an opposite trend. This spatial pattern matches the typical
inverse trend between air and dew point temperature due to
the differences in water availability and the partitioning of
net radiation into sensible and latent heat. These spatial
phenomena illustrate how vegetation can maintain lower air
temperatures and provide more moisture to the air.

4. Discussion

[36] Our PASATHmodel used a flat surface representation
of land cover rather than the 3D geometry of buildings and
trees, and this simplification provides great computational
efficiency with little cost to predictive accuracy. A study of
12 sites in Chicago, Los Angeles; Mexico City, Miami,
Sacramento, Tucson, and Vancouver by Grimmond and
Oke [1999a] found that incorporating 3D effects into their
Objective Hysteresis Model (OHM) did not significantly
improve model predictive accuracy for energy flux and
storage prediction. Moreover, although the 3D descriptions
for some large cities in the US will be available through
the National Urban database and Access Portal Tool
(NUDAPT) in the near future [Ching et al., 2009], generally

Figure 5. Simulated spatial air temperature (Ta) and dew point temperature (Td) at 17:00 29 August 2010.
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the 3D descriptions of buildings and trees have large data
requirements, and even with LiDAR data they are difficult
to generate for a city or watershed scale application. The
tradeoff of using 3D surfaces also increases the complexity
of the model and introduces more parameters to estimate,
which may cause other, perhaps larger, errors to simulation
results. The flat surface scheme applied in this PASATH
model allows model application in any region with 2D land
cover maps.
[37] Area of influence in the PASATH model simulations

was a critical component in the model scheme, regulating
how much influence local slope and aspect as well as impervi-
ous and vegetation cover had on grid weather patterns.Mizuno
et al. [1991] found that the influence radius for local climate
ranged from 50 to 200 m for their five Japanese case studies,
carried out in summer, autumn and winter of 1990. In our
simulations in August 2010 for Syracuse NY we examined
areas of influence of 30 by 30 m, 90 by 90 m, 180 by 180
m, and 360 by 360 m, where larger grids incorporate a larger
area of influence on the local climate. In these PASATH
simulations, we found that the model accuracy for air temper-
ature and dew point temperature was not consistent across
time and space. Our between-simulation variation in spatial
predictive accuracy was sensitive to grid resolution because
spatial variation in geometry regulated the area of influence;
local elevation maxima may have smaller areas of influence
than broad valleys or building intense area may have smaller
areas of influence than open area. The temporal variation in
the predictive accuracy was due to the impact of weather
conditions on the area of influence; e.g., windy conditions
often extend the area of influence. It is impossible to identify
an optimal spatial resolution for all locations and all simulation
periods, but we found that microclimate was smoothed with
overly coarse resolution grids, and the influence of neighbor-
ing areas is lost with overly fine resolution grids. For our
geography, climate, and period of study, we recommend a grid
resolution between 200 and 400 m to generate an appropriate
area of influence.
[38] Land cover differences in the PASATHmodel, such as

impervious cover and vegetation cover, are characterized
by effective albedo, heat storage, and evaporation terms.
Smaller effective albedo results in greater trapping of solar
radiation. Vegetation generally has a lower albedo than imper-
vious cover; however, the effective albedo of 3D buildings
increases nonlinearly with an increase in the ratio of building
height to road width (h/w). Masson [2000] investigated the
relationship of urban canyon effect albedo and canyon shape
by the TEB model and found that when the albedo of road
and wall is 0.4, the effective albedo of urban canyon can
decrease to 0.02 when h/w increased to 3. Parameterization
of the heat storage term followed the study of Grimmond
and Oke [2002], which found that impervious cover had larger
heat storage than vegetation cover, given the same amount of
net solar radiation. We did not explicitly consider anthropo-
genic heating in our application as it is included implicitly in
the reference site air temperature input, and we demonstrate
mathematically (see Appendix A) that neglecting anthropo-
genic heating QF introduces very small error to the estimated
air temperature when the anthropogenic heating is small or rel-
ative homogenous for the study area (our case). When the
anthropogenic heating values have large spatial differences
(~103 W/m2) within the simulation domain, then neglecting

anthropogenic heating can cause large errors (1–2°C) in simu-
lated temperature, as found in Tokyo [Sailor and Lu, 2004].
[39] Evaporation on impervious cover only occurred when

water was available in surface depression storage. For
vegetation, the evapotranspiration only occurred when soil
water content was above the soil moisture wilting point.
Therefore, given the same amount of net radiation, more
energy is converted to sensible heat flux on impervious areas
than on vegetated areas, and dry impervious Bowen Ratios
resemble desert condition values. Therefore, for areas receiv-
ing the same amount net radiation, the area with greater
vegetation cover will have lower air temperature and higher
humidity or dew point temperature. Similar conclusions were
reached by other numerical studies [Honjo and Takakura,
1991; Shashua-Bar and Hoffman, 2000].
[40] We derived the relationship of the wet surface latent

heat flux and the sensible heat flux (equation (17)) based on
the assumption in the Penman-Monteith potential evaporation
equation that the surface temperature is approximated by the
wet bulb temperature [Maidment, 1993]. Vercauteren et al.
[2009] obtained a similar relationship between wet surface
latent heat flux and sensible heat flux by linearization of the
Bowen Ratio. We further related the actual latent heat flux to
potential latent heat flux by empirical functions for different
land covers. The explicit expression of the relationship of
latent heat flux and sensible heat flux (equation (17)) can be
used to estimate the latent heat flux where the function
variables, such as the water storage, air temperature, humidity,
wind speed, heat flux resistance, and the sensible heat flux, can
be measured or estimated [Vercauteren et al., 2009].
[41] The local temperature simulation accuracy of PASATH

model is determined by the simulation accuracy of heat flux
terms and the aerodynamic resistance terms influenced by
winds. In this study, we applied coarse estimation of the land
cover percentages, heat storage, building height to road width
ratio, and effective albedo, which can cause errors on the
estimation of the heat flux terms. Our PASATH model simu-
lation and testing revealed the importance of local wind on
observed and estimated air temperature and humidity. Wind
speed is a critical parameter in aerodynamic resistance of heat
fluxes. We will incorporate atmosphere stability corrections
on aerodynamic resistance calculation in the future version
of PASATH.

5. Conclusions

[42] We developed a 2D Physically based Analytical Spatial
Air Temperature and Humidity (PASATH) model based on
the heat flux network above the land surface. The PASATH
model assumes that the mesoscale climate is homogenous
and quantifies the influence of topography, impervious cover,
and vegetation cover on local air temperature. The PASATH
model was coupled with a spatially distributed watershed
hydrology model, iTree-Hydro, to constrain local grid water
storage and evaporation terms. The coupled PASATH and
iTree-Hydro model was tested in the urban area of Syracuse,
NY watershed from 20 to 29 August 2010 at a 360 m grid
resolution and 1 h time step. Simulation results were compared
with nine weather stations measuring the microclimate at
distinct land cover and elevation areas. The PASATH model
performed satisfactorily given its intended simplicity. The
PASATH model has low data requirements to meet typical
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urban data constraints: elevation data, land cover data, rough
average building height and h/w estimates, and basic time-se-
ries weather data (air temperature, humidity, and wind speed)
measured in a reference site. The model can be used to study
urban heat island effects and investigate land cover and hy-
drology-based mitigation methods. The PASATH model can
spatially map air temperature and humidity for other environ-
mental models, including atmospheric models, ecosystem
models, and hydrology models, for scientific studies of envi-
ronmental and human health.

Appendix A: Mathematical Evaluation of the
Impacts of Anthropogenic Heating QF on the
Prediction of the Urban Canopy Air Temperature

[43] If we consider the anthropogenic heating QF explic-
itly, the sensible heat flux from urban canopy of the reference
site to mesoscale air layer can be described by:

H0 þ ΔH0 ¼ ρCp
Ta0 � Tb00

r0
(A1)

in which H0 is the sensible heat flux from solar energy, ΔH0

is the sensible heat flux contributed by anthropogenic
heating, Ta0 is the measured air temperature in the reference
site, Tb00 is the predicted mesoscale air temperature if the
anthropogenic heating is considered explicitly, and r0 is the
aerodynamic resistance. Then Tb00 can be calculated by:

Tb00 ¼ Ta0 � r0
H0 þ ΔH0

ρCp
(A2)

[44] For another site, the sensible heat flux is also described
by equation A1 with the same mesoscale air temperature Tb00
and site-specific values for other variables. Therefore, the air
temperature can be calculated by the transformation of
equation A1 and use equation A2 to take place of Tb00:

Ta10 ¼ r1
H1 þ ΔH1

ρCp
þ Tb00

¼ Ta0 � r0
H0

ρCp
� r0

ΔH0

ρCp
þ r1

H1

ρCp
þ r1

ΔH1

ρCp (A3)

in which ΔH1 is the sensible heat flux contributed by anthro-
pogenic heating and r1 is the aerodynamic resistance. If we
do not consider the anthropogenic heating explicitly, the sen-
sible heat flux from the urban canopy of the reference site to
mesoscale air layer can be described by:

H0 ¼ ρCp
Ta0 � Tb01

r0
(A4)

[45] Transformation of equation A4 generates the pre-
dicted mesoscale air temperature when the anthropogenic
heating is not considered explicitly:

Tb01 ¼ Ta0 � r0
H0

ρCp
(A5)

[46] The predicted air temperature for another site Ta11 can
be described by:

Ta11 ¼ r1
H1

ρCp
þ Tb01 ¼ Ta0 � r0

H0

ρCp
þ r1

H1

ρCp
(A6)

[47] By comparing equation A3 and equation A6, we
see that the predicted air temperature when the anthropo-
genic heating is considered (equation A3) has two more
terms �r0

ΔH0
ρCp

and r1
ΔH1
ρCp

than the predicted air temperature

when the anthropogenic heating is not explicitly considered
(equation A6). If the ΔH0, ΔH1, and aerodynamic resistance
are the same for the two sites, the two terms cancel and the
predicted air temperatures have the same value. When the
difference of the anthropogenic heating is 50W/m2, the differ-
ence of ΔH0 and ΔH1 will be much less because of the
partitioning of the anthropogenic heating to heat storage and
latent heat flux. For example, if the final value of the difference
of ΔH0 and ΔH1 is 20W/m2 and the aerodynamic resistance is
10 s/m, then the prediction error will be just 0.1–0.2 K.
Therefore, the ignorance of anthropogenic heating in our ap-
plication would only introduce very small error on the air tem-
perature simulation.
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