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ABSTRACT

Recent research suggests that high levels of ambient near-surface atmospheric turbulence are often asso-

ciated with rapid and sometimes erratic wildland fire spread that may eventually lead to large burn areas.

Previous research has also examined the feasibility of using near-surface atmospheric turbulent kinetic energy

(TKEs) alone or in combination with the Haines index (HI) as an additional indicator of anomalous atmo-

spheric conditions conducive to erratic or extreme fire behavior. However, the application of TKEs-based

indices for operational fire-weather predictions in the United States on a regional or national basis first

requires a climatic assessment of the spatial and temporal patterns of the indices that can then be used for

testing their operational effectiveness. This study provides an initial examination of some of the spatial and

temporal variability patterns across the United States of TKEs and the product of HI and TKEs (HITKEs)

using data from the North American Regional Reanalysis dataset covering the 1979–2008 period. The

analyses suggest that there are regional differences in the behavior of these indices and that regionally de-

pendent threshold values for TKEs and HITKEs may be needed for their potential use as operational in-

dicators of anomalous atmospheric turbulence conditions conducive to erratic fire behavior. The analyses also

indicate that broad areas within the northeastern, southeastern, and southwestern regions of theUnited States

have experienced statistically significant positive trends in TKEs and HITKEs values over the 1979–2008

period, with the most substantial increases in values occurring over the 1994–2008 period.

1. Introduction

The fundamental properties of atmospheric turbu-

lence and the effects of forest vegetation, topography,

and other land surface conditions on the generation,

diffusion, and dissipation of atmospheric turbulence

have been extensively studied and reported in the lit-

erature over the last 50 years (e.g., Deardorff 1974;

Mellor and Yamada 1982; Meyers and Baldocchi 1991;

Inall et al. 2005; Weigel et al. 2007; Park et al. 2012).

These and many other studies have increased our basic

understanding of atmospheric turbulence and its im-

portance in land–water–atmosphere interactions, which

play such a critical role in the evolution of the atmo-

spheric boundary layer. In recent years, there has been an

additional emphasis placed on studying the role of at-

mospheric turbulence in affecting wildland fire behavior,

some of which is described in the syntheses of fire–

atmosphere interaction studies presented byWerth et al.

(2011) and Potter (2012a,b). The emphasis is due in part

to the many high profile wildland fires that have oc-

curred in the United States over the last decade, the

advances in mesoscale, large-eddy simulation and cou-

pled fire–atmosphere modeling, and the advances in in

situ and remote sensing turbulence monitoring capa-

bilities within fire environments. A brief review of those

studies is provided below.

In the area of atmospheric modeling as it relates to

fire–atmosphere interactions, several noteworthy stud-

ies have been carried out that advance our understanding

of turbulence impacts on fire behavior. Numerical simu-

lations of wildland fire spread performed by Clark et al.

(2004) using a nonhydrostatic mesoscale model coupled

with fire spread algorithms found in the ‘‘BEHAVE’’

system (Rothermel 1972; Andrews 1986) showed that

perturbations in the wind field (i.e., turbulent flow)

along a fire line can lead to local perturbations in fire

spread rates. This same coupled modeling system was

used by Coen (2005) in simulations of the 2002 Big Elk
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wildfire in Colorado. The simulations revealed the sen-

sitivity of fire spread rates to solar- and terrain-induced

turbulent flow (e.g., daytime upslope flow).

Using both direct and large-eddy simulation (LES)

techniques within the Weather Research and Fore-

casting Model (WRF), Cunningham et al. (2005) ex-

amined the structure and dynamics of buoyant plumes

arising from surface heating sources similar to those that

might be found during wildland fire episodes under

a vertically sheared ambient atmospheric flow, a condi-

tion conducive to the mechanical generation of turbu-

lence. The results from their simulations indicated that

coherent vortical structuresmay develop in the vicinity of

the heating sources, and that these vortices, which control

the turbulent mixing within buoyant plumes, can also po-

tentially lead to erratic fire behavior. Cunningham (2007)

also used anLES version ofWRF to simulate the effects of

turbulent environments associated with density currents

(e.g., thunderstorm outflows, sea-breeze fronts, cold

fronts) on wildland fire plume behavior. The WRF simu-

lations suggested that when ambient atmospheric winds

oppose the motion of density currents (again a condition

very conducive to turbulence generation), the vertical

velocity within any buoyant plumes that are present can

increase significantly andmay, in turn, affect fire behavior.

Linn et al. (2007) used the Los Alamos National

Laboratory High-Resolution Model for Strong Gradi-

ent Applications (HIGRAD) coupled with the

‘‘FIRETEC’’ fire behavior model to examine the ef-

fects of topography and topographically induced tur-

bulent flow on wildland fire behavior. Their numerical

simulations suggested that the rate of spread of wildland

fires in complex terrain may be strongly influenced by

interactions between the topography and the ambient

wind field, which are known to contribute to enhanced,

near-surface, ambient turbulence.

Sun et al. (2009) carried out a systematic study of the

effects and importance of fire-induced circulations and

ambient turbulence in the atmospheric boundary layer

on the rate of spread of grassland fires using the Uni-

versity of Utah’s Large-Scale Eddy Simulation (UU-

LES) model (Zulauf 2001). They found that even though

fire-induced turbulent convection was likely a more sig-

nificant contributor to variability in the rates of spread of

the grassland fires than ambient boundary layer turbu-

lence, strong eddy circulations in the boundary layer can

interact with fire-induced circulations to produce strong

downdrafts behind fire lines, which are conducive to fire

spread if they are able to persist. Bhutia et al. (2010)

used atmospheric flow fields from the Sun et al. (2009)

simulations to drive a firebrand combustion and trajec-

tory model to demonstrate the effects of ambient at-

mospheric boundary layer and fire-induced turbulent

circulations on firebrand transport and deposition, fac-

tors which contribute to erratic fire behavior.

In the area of in situ and remote sensing monitoring

of wildland fire environments, including atmospheric

turbulence effects, the recent experimental studies of

Morandini et al. (2006), Clements et al. (2007, 2008),

and Clements (2010) provide observational evidence of

ambient atmospheric turbulence interactions with wild-

land fires and their induced turbulent circulations.

Morandini et al. (2006) conducted a fire spread experi-

ment in a plot of dense Mediterranean shrub vegetation

with ambient near-surface wind speeds on the order of

4 m s21 and found that large-scale turbulence (length

scales on the order of a few hundred meters) had a sig-

nificant impact on flame shape, fire-environment tem-

peratures, and the fire rate of spread. Near-surface

atmospheric observations during and within a grass head-

fire experiment (;3 m s21 near-surface wind speeds)

conducted by Clements et al. (2007, 2008) and Clements

(2010) showed that fire-induced flows are highly com-

plex and can interact with ambient turbulent flows in

the boundary layer to produce regions of significant

upward and downward vertical motions in the vicinity

of fire lines.

Fire-induced turbulent circulations and their in-

teractions with ambient turbulent circulations in the

boundary layer have also been observed during more

intense bushfires and crown fires. Sharples et al. (2012)

noted that turbulent circulations over complex terrain

and their interactions with fire-induced circulations may

have been partly responsible for the observed fire

channeling and spotting via ember transport during the

January 2003 Alpine fires in southeastern Australia.

During the intense crown fires of the ‘‘FROSTFIRE’’

experiment (Hinzman et al. 2003), Coen et al. (2004)

concluded that rapid fire spread observed during the

experiment was due to fire-induced turbulent circula-

tions and not external ambient circulations. However,

they noted some uncertainty in the atmospheric pro-

cesses that were involved in the development of com-

pensating downdrafts that supplied air for fire-induced

convective updrafts via mass conservation. As noted by

Sun et al. (2009), interactions between eddy circulations

in the boundary layer and fire-induced plume circula-

tions may play a role in the development of these com-

pensating downdrafts.

These and other model- and observation-based stud-

ies have provided the scientific foundation and impetus

for developing new turbulence-based fire-weather in-

dices for tactical fire management that, with proper

testing, could possibly be used alone or with other in-

dices for indicating when and where atmospheric con-

ditions may be conducive to erratic fire behavior.
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Heilman and Bian (2010) carried out an initial study that

examined the feasibility of using atmospheric mesoscale

model predictions of near-surface turbulent kinetic en-

ergy per unit mass (TKEs) (equal to one-half of the sum

of the horizontal and vertical velocity variances; Stull

1988) in combination with the well-known Haines index

(HI; Haines 1988) as the basis for a new fire-weather

index (HITKEs 5 HI 3 TKEs) that quantifies how

conducive the atmosphere is to erratic fire behavior in

the north-central and northeastern United States. Note

that TKEs values are continuous while the HI takes on

integer values ranging from 2 to 6, with higher integer

values indicating dry and unstable air aloft. A full de-

scription of the HI and its surface-elevation-dependent

calculation can be found in Haines (1988). The results

from their study suggested that periods of rapid wildfire

growth in this region are often associated with episodes

of TKEs exceeding 3 m2 s22 at the same time the HI is

equal to 5 or 6 (HITKEs$ 15 m2 s22). These conditions

are indicative of a turbulent boundary layer sitting be-

neath unstable and dry atmospheric layers aloft. We are

assessing the feasibility of using TKEs and HITKEs

predictions for fire-weather applications in the western

United States in a separate study. Feasibility tests in fire-

prone areas outside the conterminous United States are

still needed for potential applications of these indices

there.

While Heilman and Bian (2010) provided a first step

in 1) determining the association of significant atmo-

spheric boundary layer turbulence with large fires and/

or extreme and erratic fire behavior in one particular

region of the United States and 2) determining the

feasibility of using TKE alone or in combination with

other indices like the HI as an indicator of how condu-

cive the atmosphere may be to erratic fire spread in the

United States, additional analyses are needed to de-

termine when, where, and how often high turbulence

episodes occur. Long-term climatological analyses of

the HI based on gridded meteorological fields over

North America have already been developed byWinkler

et al. (2007) and Lu et al. (2011) and provide critical

baseline information on the spatial and temporal patterns

of the HI over the United States. A similar analysis is

needed for TKEs, especially if TKEs is used in combi-

nation with the HI and ultimately applied regionally or

nationally as an additional fire-weather predictive tool.

Determining the climatic variability of TKEswill provide

critical baseline climatologies for comparisons with pre-

dicted and observed ambient TKE during actual wildfire

events in the United States. It is through these compari-

sons that the effectiveness of TKE as a potential compo-

nent of operational fire-weather indices and fire-weather

forecasts can be assessed.

This study serves as a follow-up study toHeilman and

Bian (2010), Winkler et al. (2007), and Lu et al. (2011)

and provides an initial climatic assessment of the spa-

tial variability of and temporal trends in TKEs across

the United States based on 30 years of 3-hourly TKE

data obtained from the North American Regional

Reanalysis (NARR) dataset (Mesinger et al. 2006).

Section 2 describes the NARR-based TKE climate

analysis methodology used in this study. In section 3,

we present computed average daily maximum TKEs

and HITKEs values for each month, computed fre-

quencies of occurrence of high TKEs and HITKEs

for each month, the results of a near-surface flux

Richardson number analysis to assess buoyancy and

wind shear contributions to high TKEs episodes in the

United States, and the temporal variability and long-

term trends of TKEs and HITKEs in the United States.

We conclude the paper in section 4 with a summary of

the results and what they imply for potential turbulence-

based fire-weather index applications in the United

States.

2. Methods

The climatological analyses carried out in this study

utilized data obtained from the National Centers for

Environmental Prediction (NCEP) NARR dataset

(Mesinger et al. 2006), a gridded and dynamically con-

sistent atmospheric and land surface hydrology dataset

that covers the 1979–present period. The NARRdataset

integrates output data from the NCEP regional Eta

Model (Janji�c 1994) and its data assimilation system. Data

are available every 3 h (0000, 0300, 0600, . . . , 2100 UTC)

on a domain with 32-km horizontal grid spacing cov-

ering North America at 45 vertical levels. Input data for

generating the NARR dataset include observations

used in the NCEP–U.S. Department of Energy Global

Reanalysis-2 Project (Kanamitsu et al. 2002), radar wind

profiler data, Television and Infrared Observation Sat-

ellite (TIROS) Operational Vertical Sounder (TOVS)-

1B radiances, additional precipitation data, and land

surface and moisture data.

The TKE data incorporated into the NARR dataset

are based on Eta Model predictions of TKE using the

Mellor–Yamada level-2 and level-2.5 turbulence closure

schemes (Mellor and Yamada 1974, 1982; Janji�c 1994).

The level-2 diagnostic scheme, applied to the surface

layer in Eta Model simulations, assumes a balance be-

tween the production–consumption of TKE due to

mechanical shear and buoyancy effects and the dissi-

pation of TKE. The level-2.5 scheme, applied to atmo-

spheric layers above the surface layer in Eta Model

simulations, incorporates a prognostic equation for TKE
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that accounts for advection, shear production, buoyancy

production or consumption, diffusion, and dissipation

of TKE.

For this study, TKE data at the NARR hybrid grid

level 1 (12.0–21.7 m AGL) were used to quantify near-

surface turbulent energy (i.e., TKEs). Thirty years of

TKE data at the hybrid grid level 1 were extracted

from the NARR dataset at each 3-hourly interval from

0000 UTC 1 January 1979 through 2100 UTC 31 De-

cember 2008. These data provided the basis for

developing a climatology of TKEs and examining its

temporal variability over a subregion of North America

that includes the conterminous United States (258–508N,

658–1258W). Temperature, dewpoint temperature, wind

speed, and 3-h averaged surface sensible heat flux data

for the same 30-yr period were also extracted from the

NARR dataset to compute HITKEs values and flux

Richardson numbers Rif. These additional data were

analyzed to compare the spatial and temporal variability

of TKEs over the United States with the corresponding

variability of HITKEs. The data were also used to de-

termine the relative contributions of wind shear and

buoyancy in the production of near-surface turbulence

over different regions of the United States. Although

the feasibility of combining the HI and TKEs via a simple

product of the two variables and using HITKEs as

a potential fire-weather index has only been examined

over the north-central and northeastern United States

(Heilman and Bian 2010), a climatological analysis of

HITKEs over the entire United States is also included

in this study to provide baseline climatic information

for ongoing and future assessments of HITKEs as a po-

tential fire-weather index for application in other regions

of the United States.

3. Results and discussion

a. Average daily maximum TKEs and HITKEs

Figure 1 shows the 30-yr (1979–2008) average daily

maximum TKEs values for each month based on the

1979–2008 3-hourly NARR data. Near-surface TKE

values typically reach a maximum during the daylight

hours when wind shears and buoyancy usually reach

their maximum values, although maximum TKEs values

at night associated with strong nocturnal winds can also

occur. The effects of terrain elevation on near-surface

turbulence is clearly evident, with the highest average

maximum TKEs values generally occurring over the

Rocky Mountain and Appalachian Mountain regions of

the United States for every month. Average daily max-

imum TKEs values exceeding 5 m2 s22 are common

over many locations in the RockyMountain region, with

the most extensive coverage of high TKEs values in this

region occurring during the April–June period. Over

isolated areas in the Appalachian Mountain region,

average daily maximum TKEs values also exceed

5 m2 s22. However, it is during the November–April

period when average dailymaximumTKEs values in this

region tend to be the largest. This period encompasses

the spring and autumn wildfire seasons in the north-

eastern United States. Over the central United States

from Texas northward to the Dakotas, average daily

maximum TKEs values [;(2.5–3.5) m2 s22] peak during

the March–June period. During the late spring to early

autumn period (May–September), near-surface turbu-

lence is generally low over the southeastern United

States; average daily maximum TKEs values during

these months are less than 1 m2 s22 in some areas.

Combining TKEswith the well-knownHI via a simple

product of the two values (HITKEs) produces a new and

relatively simple fire-weather index that may identify

periods when dry and unstable atmospheric layers aloft

are present (HI $ 5; see Haines 1988) at the same time

substantial boundary layer turbulence exists (TKEs $

3 m2 s22; see Stull 1988). This atmospheric condition

(HITKEs $ 15 m2 s22; see Heilman and Bian 2010)

may be conducive to erratic fire behavior not only

through the direct impact of highly variable wind speeds

and directions on fire spread but also through the en-

hanced downward turbulent mixing of dry, unstable, and

high momentum air from aloft through the boundary

layer and down to the surface. Like the average daily

maximumTKEs values shown in Fig. 1, the average daily

maximum HITKEs values across the United States also

exhibit regional differences (Fig. 2). High daily maxi-

mum HITKEs values initially appear over northern

Mexico and the Southwest in March and then spread

northward through the Rocky Mountain region from

April to August. Maximum values routinely exceed

15 m2 s22 over many areas in the Rocky Mountain re-

gion. Over the eastern half of the United States, aver-

age maximum HITKEs values are usually less than

10 m2 s22 throughout the year, except for parts of the

Appalachian and the northeastern U.S. regions where

average maximum values reach 12–14 m2 s22 from

December through April. Higher HI values over the

Rocky Mountain region compared to over the eastern

half of the United States during the late spring to early

autumn seasons (Lu et al. 2011) contribute to the ob-

served HITKEs patterns. These results suggest that the

use of the 15 m2 s22 threshold value (Heilman and Bian

2010) as an indicator of the atmospheric potential for

extreme or erratic fire behavior because of concurrent

anomalous atmospheric turbulence conditions and high

HI values is probably more applicable for the eastern
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half of the United States, and that a higher threshold on

the order of 20–25 m2 s22 may be needed for the west-

ern United States.

b. Frequency of occurrence of high TKEs and
HITKEs

In addition to examining the spatial patterns in aver-

age daily maximumTKEs andHITKEs values across the

United States, the frequencies of occurrence of high

TKEs (.3 m2 s22) and high HITKEs (.15 m2 s22)

values in theUnited States were also examined as part of

the climatological analysis. A frequency of occurrence

analysis provides insight into where, when, and how

often high TKEs and HITKEs episodes occur in relation

to known regional fire seasons and fire-prone locations.

The frequencies of occurrence of daily maximum

TKEs values exceeding the 3 m2 s22 threshold and daily

maximum HITKEs values exceeding the 15 m2 s22

threshold vary substantially from east to west across the

United States. For daily maximum TKEs exceeding

3 m2 s22 (Fig. 3), the highest frequencies of occurrence

are found over the western United States; many loca-

tions there typically have more than 60% of the days in

any given month with maximum TKEs exceeding the

3 m2 s22 threshold. For most of the eastern United

States, occurrences of daily maximum TKEs values

greater than 3 m2 s22 are fairly rare (,10% of the days

each month). The exception is over the Appalachian

Mountain and northeastern U.S. regions, where fre-

quencies range from 30% to 60%during theNovember–

May period. Over the Great Plains where grass fires are

common, occurrences of maximum TKEs values ex-

ceeding 3 m2 s22 are most likely during theMarch–June

period (30%–50% of the days during those months).

FIG. 1. Average daily maximum near-surface turbulent kinetic energy over the United States for each month based on 3-hourly NARR

data for the 1979–2008 period.
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The frequency of occurrence of daily maximum

HITKEs values exceeding 15 m2 s22 (Fig. 4) has a simi-

lar spatial pattern to the high TKEs frequency pattern

across the United States. The highest frequencies of

occurrence are found over thewestern half of theUnited

States, with frequencies in the 15%–30% range (i.e.,

15%–30% of the days in a month have maximum

HITKEs values that exceed the 15 m2 s22 threshold).

Figure 4 suggests that just east of the Rocky Mountains,

in a band from southern Montana southward to eastern

New Mexico, the frequency of occurrence of high

HITKEs values is relatively low throughout the year.

This is due primarily to the application of the high-

elevation variant of the HI in this band and the applica-

tion of the midelevation variant of the HI immediately to

the east of this band, following the recommendation of

Haines (1988). As shown in Lu et al. (2011), this results

in average HI values within this general band that are

notably lower than the values over the Rocky Mountain

range to the west and lower than the values over the

western Great Plains. The eastern half of the United

States, with the exception of the Appalachian Mountain

region, typically has frequencies of occurrence of 2% or

less. These frequencies are lower than the typical fre-

quencies of occurrence of HI $ 5 over the western

(40%–90%) and eastern (10%–40%) regions of the

United States as reported by Winkler et al. (2007) and

Lu et al. (2011) during the May–October time period.

Over the Appalachian Mountains, high HITKEs values

typically occur from November through April, with

;(10%–25%) of the days in those months having

HITKEs values that exceed 15 m2 s22.

c. Buoyancy and wind shear contributions

To assess the relative significance of wind shears and

buoyancy in generating high TKEs values in the United

FIG. 2. Average daily maximum values of the product of the Haines index and near-surface turbulent kinetic energy (HITKEs) over the

United States for each month based on 3-hourly NARR data for the 1979–2008 period.
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States, a hybrid near-surface Rif analysis was carried

out using the available NARR 3-h averaged surface

sensible heat flux data and the instantaneous wind

speed and temperature data valid every 3 h. Although

using instantaneous sensible heat flux values along with

instantaneous wind speed and temperature values to

compute temporal Rif patterns is preferable to using

3-h averaged flux data, the computations of Rif values

based on 3-h averaged sensible heat flux data in this

study still provide insight into the overall significance

of buoyancy compared to wind shears in generating

the near-surface turbulence regimes suggested by the

NARR TKEs data.

Figure 5 shows the average frequencies of occurrence of

Rif , 20.03 across the United States when daily maxi-

mum TKEs values exceed 3 m2 s22 for each month using

the 3-hourly NARR data. Flux Richardson numbers less

than 20.03 are indicative of a buoyancy-dominated

turbulence regime (Seinfeld 1975). During the months of

December and January, buoyancy tends to be the domi-

nant factor in generating high near-surface turbulence

over the far southwestern and southeastern sections of the

United States. The mechanical production of turbu-

lence through wind shears under stable conditions (0.25.
Rif . 0) tends to dominate near-surface turbulence re-

gimes over most of the United States during December

and January. Beginning in February, the spatial extent of

buoyancy-dominated near-surface turbulence regimes

starts to expand northward. By April, more than 60% of

the high near-surface turbulence events over much of the

western half of the United States tend to be dominated by

the buoyant production of TKE. The buoyant production

of near-surface turbulence is also dominant over the

AppalachianMountain region in the easternUnited States

by April. From May through August, buoyancy is the

primary factor in generating high TKEs over most of the

FIG. 3. Average percentage of days each month that have daily maximum TKEs . 3 m2 s22 based on 3-hourly NARR data

for the 1979–2008 period.
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United States except for isolated areas in the Midwest

and Southeast, where near-surface wind shears play

a substantial role. In particular, high near-surface turbu-

lence events occurring over large portions of Mississippi

and Alabama during the months of July and August tend

to be associated with significant near-surface wind shears

under stable conditions in the lower boundary layer just

above the surface.Over the 1979–2008 period, on average

less than 5% of the high near-surface turbulence events

during July and August in these areas were associated

with buoyancy-dominated turbulence regimes. From

September through November, the spatial extent of

buoyancy-dominated near-surface turbulence regimes

over the United States diminishes, with only the

southwestern and far southeastern regions of the United

States exhibiting primarily buoyancy-dominated high

near-surface turbulence events in November.

TheRif frequency-of-occurrencemaps shown in Fig. 5

suggest that even though wind shear is an important

factor in generating turbulence over high-terrain regions

where near-surface wind speeds can be substantial,

buoyancy is still the primary factor in generating high

near-surface turbulence events over the western half of

the United States during the May–October period. It is

during this period that more than 90% of the wildfires in

the western United States (318–498N, 1018–1258W) oc-

cur (Westerling et al. 2003). The maps also suggest that

both buoyancy and wind shears play a significant role in

generating high near-surface turbulence events during

the spring and autumn months over many areas in the

Midwest, Northeast, and Southeast. It is during these

months when wildfires are most frequent in the eastern

United States (Haines et al. 1975; Goodrick and Hanley

2009; Grala and Cook 2010).

d. Temporal variability of TKEs and HITKEs

To identify possible differences in the prominent pe-

riods or frequencies of variability in the 3-hourly NARR

FIG. 4. As in Fig. 3, but for HITKEs . 15 m2 s22.
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TKEs and computed HITKEs time series that may exist

in different regions of the United States, Fourier spec-

tral analyses using a Hann tapering window were per-

formed on the time series of regionally averaged TKEs

and HITKEs values for arbitrarily defined northwest

(37.58–508N, 958–1258W), southwest (258–37.58N, 958–
1258W), northeast (37.58–508N, 658–958W), and southeast

(258–37.58N, 658–958W) domains covering the contermi-

nous United States. Although more sophisticated de-

lineations of regional boundaries for this type of analysis

are certainly possible, including climate-, topographic-,

ecologic-, and fire-regime-based definitions, a simple

broad-region definition approach was used in this initial

climatic assessment.

The 30-yr time series of the 3-hourly regionally av-

eraged TKEs values for each defined region and the

results of the Fourier spectral analyses of the time series

are shown in Fig. 6. An annual cycle is evident in the

plotted time series of regionally averaged TKEs values

(Figs. 6a,c,e,g) for all regions, and this annual cycle

appears as a prominent peak in the Fourier spectral

analyses (Figs. 6b,d,f,h) at a frequency of 1 yr21 for all

regions. Basic statistics for the individual time series (see

Table 1) indicate that the northwest region had the

highest overall mean TKEs (1.049 m2 s22) for the 30-yr

period, and the southeast region had the lowest mean

TKEs (0.725 m2 s22). The 30-yr mean TKEs values for

the northeast and southwest regions were similar (0.940

and 0.944 m2 s22, respectively). The regional variations

in mean TKEs values differ from the regional variations

in HI values (also shown in Table 1) in that the highest

mean HI values occurred in the southwest (3.782) and

southeast (3.595) regions.

A one-way analysis of variance (ANOVA) test and

follow-up Tukey multiple comparison test on the ob-

served mean values (normality test passed: P . 0.05;

FIG. 5. Average frequency of occurrence of surface flux Richardson numbers , 20.03 with daily maximum TKEs . 3 m2 s22 for each

month based on 3-hourly NARR data for the 1979–2008 period.
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FIG. 6. (left) Time series and (right) Fourier frequency spectra of the domain averaged TKEs in the (a),(b) northwest, (c),(d) northeast,

(e),(f) southwest, and (g),(h) southeast regions in theUnited States based on 3-hourly NARRdata for the 1979–2008 period. The extent of

each defined region (gray shading) is shown in the inset map within each frequency spectra figure.
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equal variance test passed: P 5 0.884) indicated a sta-

tistically significant (P , 0.001) difference in mean

TKEs values among the different regions, with all re-

gions differing from each other (P , 0.001) except for

the northeast–southwest region comparison (P5 0.985).

This is in contrast to the regional variations in mean HI

values, where ANOVA and Tukey multiple comparison

tests indicated all regions had statistically significant

(P, 0.001) differences in mean HI values for the 1979–

2008 period except for the northwest and northeast

comparison (P 5 0.781).

Annual peaks in the regionally averaged TKEs values

were generally between 3 and 5 m2 s22, although a

maximum regionally averaged value of 6.56 m2 s22 was

observed in the southeast region at 1800 UTC 13 March

1993. The overall variability in the time series of re-

gionally averaged TKEs, as quantified by the standard

deviation in TKEs values, is higher in the northwest

(0.678 m2 s22) and southwest (0.695 m2 s22) regions

than in the northeast (0.556 m2 s22) and southeast

(0.520 m2 s22) regions.

The Fourier spectral analyses shown in Fig. 6 [expressed

in terms of decibels (dB), where dB5 10 log10(Re21 Im2)

and Re and Im are the real and imaginary components,

respectively, of the fast Fourier transform at a given

frequency] reveal statistically significant (99.9% critical

limit) spectral peaks at frequencies (periods) of 1 yr21

(1 yr), 365 yr21 (24 h), and 730 yr21 (12 h) for all re-

gions. In the northwest and southwest regions, the

1-yr21 frequency spectral component corresponds to

maxima in the regionally averaged TKEs generally oc-

curring during the months of April and May each year.

However, in the northeast and southeast regions, the

1-yr21 spectral component corresponds to maxima in

the regionally averaged TKEs occurring during the

months of January and February each year. A 2-yr21

frequency (6-month period) spectral component in the

TKEs time series is also evident in all regions, but its

statistical significance varies from region to region

(northwest: 50% critical limit; northeast: 95% critical

limit; southwest: not statistically significant; southeast:

not statistically significant). This 2-yr21 spectral compo-

nentmanifests itself inmaxima in the regionally averaged

TKEs for the northwest and northeast regions that tend to

occur during the months of April and October each year.

The general buoyancy production of TKEs during the

daytime and the buoyancy consumption and dissipation

of TKEs at night near the surface are responsible for

the observed daily cycles (365-yr21 frequency spectral

component) in TKEs across all regions. The times at

which the maximum and minimum values of the re-

gionally averaged TKEs values occurred in each region,

as shown in Table 1, are consistent with the daytime

and nighttime production–consumption and dissipa-

tion of TKEs.

The corresponding temporal variability in the re-

gionally averaged HITKEs values for each defined re-

gion is shown in Fig. 7. Averaging the 3-hourly HITKEs

values displayed in each time series (Figs. 7a,c,e,g) over

the 30-yr period indicates that the southwest region

had the highest mean HITKEs value (3.516 m2 s22)

followed by the northwest region (3.388 m2 s22), the

northeast region (3.072 m2 s22), and finally the south-

east region (2.532 m2 s22) (see Table 1). Because the

regionally averaged 3-hourly HITKEs values for each

region did not satisfy the normal distribution requirement

for a one-way ANOVA test (P 5 0.008), a Kruskal–

Wallis one-wayANOVAon ranks test was carried out to

determine the statistical significance of the difference

in median HITKEs values among the regions (north-

west: 3.402 m2 s22; northeast: 3.053 m2 s22; southwest:

3.503 m2 s22; southeast: 2.507 m2 s22). The differences

TABLE 1. Basic statistics of the regionally averaged TKEs, HI, andHITKEs for each region based on 3-hourly NARRdata for the 1979–

2008 period. Units for TKEs and HITKEs mean, maxima, minima, and standard deviations are meters squared per second squared. Hour

values are in UTC and HI means and standard deviations are unitless.

Index Region Mean Std dev Max Hour and date of max Min Hour and date of min

TKEs Northwest 1.049 0.678 5.130 2100 24 Apr 1996 0.150 0600 29 May 1995

Northeast 0.940 0.556 5.250 1800 3 Apr 1982 0.140 0600 9 Jul 1998

Southwest 0.944 0.695 5.750 2100 25 Apr 1984 0.090 0900 15 Jan 1981

Southeast 0.725 0.520 6.560 1800 13 Mar 1993 0.070 0300 1 Oct 1983

HI Northwest 3.406 0.562 5.330 0000 17 Jul 2006 2.120 0000 30 Dec 2001

Northeast 3.388 0.391 5.300 0000 2 May 1999 2.150 1200 28 Jan 1994

Southwest 3.782 0.527 5.640 0000 20 May 2008 2.200 0600 4 Jan 1991

Southeast 3.595 0.499 5.320 2100 22 Oct 1999 2.050 1200 20 Feb 2006

HITKEs Northwest 3.388 2.421 18.460 2100 24 Apr 1996 0.470 0000 21 Dec 1995

Northeast 3.072 1.901 17.670 1800 10 Mar 2002 0.460 0000 26 Sep 1982

Southwest 3.516 2.817 24.480 2100 25 Apr 1984 0.280 0900 15 Jan 1981

Southeast 2.532 1.910 23.310 1800 13 Mar 1993 0.280 0300 1 Oct 1983
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FIG. 7. As in Fig. 6, but for HITKEs.
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in median HITKEs values among the different regions

were statistically significant (P , 0.001). A Tukey mul-

tiple comparison test on the ranks of the observedmedian

HITKEs values indicated that all the regions differed

from each other (P , 0.05) except for the northwest–

southwest comparison (P . 0.05). This is in contrast to

the comparisons of mean TKEs andHI values among the

regions, which indicated the northeast and southwest

regions did not have significantly different mean TKEs

values while the northwest and northeast regions did

not have significantly different mean HI values.

Annual peaks in the regionally averaged HITKEs

values were generally between 12 and 20 m2 s22. In the

southwest region, there were seven occurrences dur-

ing the 1979–2008 period when regionally averaged

HITKEs values exceeded 20 m2 s22. The southeast re-

gion had two such occurrences. Similar to the TKEs

standard deviations, the standard deviations in the re-

gionally averaged HITKEs values were higher in the

northwest (2.421 m2 s22) and southwest (2.817 m2 s22)

regions than in the northeast (1.901 m2 s22) and south-

east (1.910 m2 s22) regions.

The Fourier spectral analyses of the HITKEs time

series for each region (shown in Figs. 7b,d,f,h) indicate

prominent and statistically significant annual (1-yr21 fre-

quency), daily (365-yr21 frequency), and 12-h (730-yr21

frequency) cycles in every region, with each spectral peak

exceeding the 99.9% critical limit. The 1-yr21 frequency

spectral component corresponds to peaks in the re-

gionally averaged HITKEs time series during the June–

July period for the northwest region and during the

month of May for the southwest region. These periods

match the periods when regionally averaged HI values

tend to reach their annual maxima in the northwest and

southwest regions (time series not shown) but are slightly

later than the April–May time period for the peaks as-

sociated with the 1-yr21 frequency spectral component

in the time series of regionally averaged TKEs for the

northwest and southwest regions. For both the northeast

and southeast regions, the 1-yr21 frequency spectral

component corresponds to peaks in the HITKEs time

series primarily during the month of February, which

generally coincides with the period when annual relative

maxima in regionally averaged TKEs values associated

with the TKEs 1-yr
21 frequency spectral component oc-

cur. However, this is in contrast to peaks in regionally

averagedHI values, which tend to occur during the June–

July period in the northeast region and during the April–

May and September–October period in the southeast

region.

A statistically significant 2-yr21 (6 month) cycle in the

time series of regionally averaged HITKEs is evident in

the northeast (99% critical limit) and southeast (99.9%

critical limit) regions; the 2-yr21 cycle for HITKEs is not

statistically significant in the northwest and southwest

regions. Relative maxima in HITKEs values in the

northeast and southeast regions associated with these

6-month cycles tend to occur during the months of April

and October–November. It is the prominent 6-month

cycle in the regionally averaged TKEs in the northeast

region and the prominent 6-month cycle in the regionally

averaged HI in the southeast region that generate the

observed 6-month cycle for the regionally averaged

HITKEs in both regions. The daily (365-yr21 frequency)

and 12-h (730-yr21 frequency) cycles in the HI and TKEs

time series contribute to the observed daily and 12-h cy-

cles in the HITKEs time series.

Figure 8 shows the number of times over the 30-yr

(1979–2008) period that the regionally averaged TKEs

andHITKEs values reached their maximum for the year

in a particular month for the northwest, northeast,

southwest, and southeast regions. Evidence of the pre-

viously discussed general cyclic behavior of TKEs and

HITKEs at the 6-month and yearly time scales can also

be seen in these plots. The highest regionally averaged

TKEs and HITKEs values in any year during the 1979–

2008 period were more likely to occur during the month

of April for the northwest, northeast, and southwest

regions. In the southeast region, the highest values tended

to occur during the February–April period. Occurrences

of regionally averaged TKEs and HITKEs reaching

their maximum values for the year in the summertime

were rare in the northeast and southeast regions, whereas

in the northwest and southwest regions, summertime oc-

currences were much more common. In particular, values

of regionally averaged HITKEs in the northwest region

reached their maximum during the June–September pe-

riod for 16 out of the 30 years considered in this study.

e. Long-term trends in TKEs and HITKEs

In addition to the Fourier spectral analyses carried out

to identify prominent periods or frequencies of vari-

ability in the regionally averaged TKEs and HITKEs

time series, 15-yr (1979–93, 1986–2000, 1994–2008) and

overall 30-yr (1979–2008) trend (linear regression)

analyses of TKEs and HITKEs were performed at each

NARR grid point to determine whether there are lo-

cations or regions in the United States that experienced

statistically significant positive or negative long-term

trends in these indices. Statistical significance was de-

termined using the t statistic and the corresponding

P value calculated for t, which characterizes the proba-

bility of being wrong in concluding that there is a true

association between the dependent variable (TKEs or

HITKEs in this case) and the independent variable (year

in this case). For P , 0.05, absolute values of the TKEs
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and HITKEs linear regression correlation coefficients

jRj had to be greater than 0.514 and 0.361 for the 15- and

30-yr trend analyses, respectively, for the linear regression

slope values to be deemed statistically significant.

Figure 9 shows the values of the statistically significant

slopes (m2 s22 yr21) of the linear regression lines fitted

to the TKEs time series at each NARR grid point over

the specified 15- and 30-yr time periods. Areas exhibit-

ing statistically positive linear trends in TKEs were

rather isolated during the 1979–93 period (Fig. 9a).

However, broad areas over the southwestern and south-

eastern regions of the United States exhibited positive

trends during the 1986–2000 period (Fig. 9b), and a large

area extending from the southeastern United States

through the central and northern Great Plains to the

northwestern sections of the United States exhibited

positive trends during the 1994–2008 period (Fig. 9c). The

linear trends ranged from 0.007 to 0.020 m2 s22 yr21

(from 0.105 to 0.300 m2 s22 over the 15-yr periods) in

these areas. Very few areas exhibited statistically signifi-

cant negative trends in TKEs over the specified periods.

When considering the entire 1979–2008 period (Fig. 9d),

most of the United States was characterized by statisti-

cally significant positive trends in TKEs. Only the New

England region, a narrow area from southern Texas

northeastward to eastern Iowa, and the interior Rocky

Mountain region exhibited no trends or negative trends

over the 30-yr period.

The spatial patterns of site-specific positive and neg-

ative trends in TKEs over the specified 15- and 30-yr

periods shown in Fig. 9 can be summarized on a broader

regional basis using the previously defined northwest,

northeast, southwest, and southeast regions (see insets

in Fig. 6). Figure 10 shows the regionally averaged

annual-mean TKEs values and their corresponding 1979–

93, 1986–2000, 1994–2008, and 1979–2008 linear trends

for each region. Summary statistics for the TKEs trends

are listed in Table 2. The 1979–2008 linear trends in

TKEs were all positive and statistically significant (P ,
0.05) in the northeast (0.0021 m2 s22 yr21), southwest

(0.0021 m2 s22 yr21), and southeast (0.0030 m2 s22 yr21)

regions (Figs. 10b–d). The 30-yr linear trend in the

northwest region (0.0015 m2 s22 yr21) was also positive,

but not statistically significant (P 5 0.097) (Fig. 10a). In

all regions except the southwest region, the largest posi-

tive 15-yr trends in TKEs values occurred during the

1994–2008 period. The overall 1994–2008 trends were

highest in the eastern U.S. regions, with values of

0.0079 and 0.0076 m2 s22 yr21 characterizing the north-

east and southeast regions, respectively.

Figures 11a–d show the corresponding 15- and 30-yr

trends in HITKEs across the United States. The general

FIG. 8. Number of times over the 30-yr (1979–2008) period that regionally averaged TKEs andHITKEs

values reached their maximum for the year in a particular month for the northwest, northeast, southwest,

and southeast regions.
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spatial patterns of significant positive and negative lin-

ear trends in HITKEs are similar to the spatial patterns

of TKEs trends, although the total area exhibiting sig-

nificant positive linear trends in HITKEs values is di-

minished somewhat relative to that for TKEs. This is due

to rather limited and isolated areas across the United

States that exhibited significant 15- and 30-yr positive

linear trends in HI values (not shown). Those areas in-

cluded central Nevada and northern New Mexico from

1979 to 1993; southern New Mexico, northwestern

Texas, and southern Louisiana from 1986 to 2000;

Northern California, western Nevada, and the northern

Great Plains from 1994 to 2008; and western Nevada,

Arizona, New Mexico, eastern Colorado, and Alabama

over the entire 1979–2008 period. Broad areas in the

Southeast, the westernGreat Lakes region, the northern

Great Plains, and the Southwest exhibited positive linear

trends in HITKEs values that exceeded 0.07 m2 s22 yr21

during the 1986–2000 and 1994–2008 periods (Figs. 11b,c).

When considering the entire 1979–2008 period, the sta-

tistically significant linear trend values ranged from

0.01 to 0.04 m2 s22 yr21 (0.3–1.2 m2 s22 increase over

30 years) over much of the eastern United States (Fig.

11d). Larger linear trends characterized some areas in the

Southwest and central Great Plains, with values exceed-

ing 0.1 m2 s22 yr21 (3m2 s22 increase over 30 years) over

parts of Arizona and New Mexico.

The broader regional-scale trends in HITKEs shown

in Fig. 12 (summary statistics also listed in Table 2) re-

flect the same general trends as those for TKEs shown in

Fig. 10. The largest positive 15-yr HITKEs trends oc-

curred during the 1994–2008 period for all regions ex-

cept the southwest region, where the largest increase

occurred during the 1986–2000 period. Like the TKEs

trends, the overall 1994–2008 trends were highest in

the eastern U.S. regions with values of 0.0289 and

0.0335 m2 s22 yr21 in the northeast and southeast re-

gions, respectively. The 30-yr trends were positive in all

regions and statistically significant (P , 0.05) in every

region except the northwest region (P 5 0.299). How-

ever, in contrast to the largest regional-scale 30-yr TKEs

trend that occurred in the southeast region, the largest

regional-scale 30-yr HITKEs trend occurred in the

southwest region (0.0120 m2 s22 yr21).

4. Summary and conclusions

As a follow-up study to the work of Winkler et al.

(2007), Heilman and Bian (2010), and Lu et al. (2011),

we have examined the spatial and temporal variability of

TKEs andHITKEs values across theUnited States using

1979–2008 data extracted from the NCEP–NARR da-

taset to provide a baseline climatology of these indices

that can be used for comparison with predicted and

observed TKEs and HITKEs values during actual wild-

fire and fire-weather episodes. It is through these com-

parisons that the effectiveness of TKE as a potential

component of operational fire-weather indices can be

assessed and appropriate thresholds set for TKE-based

indices such that index values exceeding these thresh-

olds actually signify anomalous and potentially danger-

ous fire-weather conditions.

FIG. 9. Statistically significant linear trends in TKEs as quantified

by slope values (DTKEs yr
21) of linear regression lines fitted to the

TKEs times series at each NARR grid point over the (a) 1979–93,

(b) 1986–2000, (c) 1994–2008, and (d) 1979–2008 periods. Slope

values were multiplied by 100, and areas shaded in gray represent

areas where slope values were not statistically significant.
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The analyses of the spatial and temporal patterns of

TKEs and HITKEs based on the 1979–2008 NARR data

suggest that there are substantial regional differences in

these indices across the United States. Average daily

maximum TKEs values and occurrences of daily maxi-

mum TKEs values exceeding 3 m2 s22, a threshold indic-

ative of a highly turbulent lower-atmospheric boundary

layer, are highest over the high-elevationRockyMountain

and Appalachian Mountain regions. Over the Rocky

Mountain region, even occurrences of daily maximum

TKEs values exceeding 5 m2 s22 are common through-

out the year, although it is during the April–June period

when the most extensive spatial coverage of high TKEs

values occurs in this region. High TKEs values over the

Appalachian Mountain region tend to occur during the

November–April period. Daily maximum TKEs values

in the southeastern United States during the summer

months tend to be quite low (0.5–1.5 m2 s22), largely the

result of reduced buoyancy production of near-surface

turbulence in this area during the summer months (as

suggested by the preponderance of observed positive Rif
values during high TKEs events).

Average daily maximum HITKEs values routinely

exceed 15 m2 s22 over many areas in the Rocky Moun-

tain region during the April–September period, while

values are usually less than 10 m2 s22 over the eastern

half of the United States throughout the year, except

for parts of the Appalachian Mountain and northeast-

ern U.S. regions. Typically, the 15 m2 s22 threshold is

exceeded on more than 60% of the days each month

over much of the Rocky Mountain region during the

April–September period. Exceedances of the 15 m2 s22

threshold over much of the eastern United States are

much less frequent (,10%of the days eachmonth). The

relatively high frequency of HITKEs values exceeding

15 m2 s22 over the Rocky Mountain region makes the

FIG. 10. Regionally averaged annual mean TKEs values (dots) and the 1979–2008, 1986–2000, 1994–2008, and 1979–2008 linear trends

represented as linear regression lines for the (a) northwest, (b) northeast, (c) southwest, and (d) southeast regions. Slope values, linear

regression correlation coefficients, and P values for the linear regression lines are shown in Table 2.
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use of the 15 m2 s22 HITKEs threshold proposed by

Heilman and Bian (2010) as a possible operational in-

dicator of the atmospheric potential for extreme or er-

ratic fire behavior in the north-central and northeastern

United States somewhat problematic over the western

United States. A higher HITKEs threshold on the order

of 20–25 m2 s22 may be more applicable for the western

United States so that exceedances of the threshold truly

represent anomalous near-surface atmospheric turbu-

lence conditions concurrent with dry and unstable atmo-

spheric layers aloft. The initial findings of Heilman and

Bian (2008) in their comparisons of TKEs and HITKEs

evolution with fire spread during the 1988 western U.S.

Yellowstone fires suggest that, indeed, higher thresholds

are probably needed; TKEs and HITKEs values some-

times exceeded 6 and 25 m2 s22, respectively, during the

most significant Yellowstone fire spread episodes.

More research, including comparisons of TKEs and

HITKEs evolution with observed fire spread rates during

wildland fire episodes in all regions of the United States,

is needed to identify appropriate region- or state-specific

threshold values that would be critical for ultimately

adopting an index like HITKEs as an operational fire-

weather index. Also, new research that utilizes coupled

fire–atmosphere modeling systems applied to wildland

fire events in all regions of the United States may provide

opportunities for examining possible regional differences

in how turbulence dynamics (including turbulence aloft)

affect fire spread, identifying regional differences in the

correlations of HITKEs variability with fire spread, and

developing more sophisticated turbulence-based fire-

weather indices that also take into account turbulent

conditions throughout the boundary layer.

The climatological spatial and temporal patterns of

TKEs and HITKEs over the United States show general

agreement with the regionally dependent fire seasons

that characterize the United States. Over the northwest

and southwest regions of the United States, average daily

maximum TKEs and HITKEs values and the frequencies

of occurrence of high TKEs and HITKEs values are gen-

erally largest during the April–September period, which

overlaps the western U.S. June–September fire season.

Over the northeast and southeast regions, and particu-

larly over the Appalachian Mountain areas, the corre-

sponding values and frequencies are largest during the

November–April period; the autumn and spring fire

seasons for these regions overlap this period.

The NARR data suggest that buoyancy is the primary

mechanism for turbulence generation during episodes

of significant near-surface turbulence (TKEs values

exceeding 3 m2 s22 and HITKEs exceeding 15 m2 s22)

over the western half of the United States from May to

October, which overlaps the western U.S. fire season.

The NARR data also suggest that during the spring and

autumn wildfire seasons in the eastern United States,

both buoyancy and wind shears play a significant role in

turbulence generation during high near-surface turbu-

lence events. Because buoyancy is such an important

factor in shaping near-surface turbulence regimes, re-

lying only on observed or predicted mean wind fields

and associated wind shears to quantify or characterize

near-surface ambient turbulence energy for calculating

turbulence-based fire-weather indices like HITKEs may

be inadequate. With predictions of TKE that fully ac-

count for both wind shear and buoyancy effects on TKE

production now readily available as part of the suite of

TABLE 2. Slopes (m2 s22 yr21), linear regression correlation coefficients R and probability P values for the regionally averaged annual

mean TKEs and HITKEs linear regression lines shown in Figs. 10 and 12, respectively.

Region Period Slope (TKEs) R (TKEs) P (TKEs) Slope (HITKEs) R (HITKEs) P (HITKEs)

Northwest 1979–93 10.0002 10.030 0.914 10.0041 10.119 0.674

1986–2000 20.0014 20.140 0.618 20.0169 20.372 0.172

1994–2008 10.0047 10.457 0.087 10.0195 10.475 0.074

1979–2008 10.0015 10.309 0.097 10.0037 10.196 0.299

Northeast 1979–93 20.0005 20.069 0.808 10.0015 20.047 0.868

1986–2000 20.0018 20.221 0.428 20.0083 20.255 0.359

1994–2008 10.0079 10.665 0.007 10.0289 10.701 0.004

1979–2008 10.0021 10.401 0.028 10.0082 10.430 0.018

Southwest 1979–93 20.0010 20.123 0.661 20.0052 20.175 0.532

1986–2000 10.0067 10.728 0.003 10.0293 10.671 0.006

1994–2008 10.0009 10.131 0.642 10.0070 10.183 0.513

1979–2008 10.0021 10.479 0.007 10.0120 10.549 0.002

Southeast 1979–93 20.0029 20.529 0.043 20.0129 20.561 0.030

1986–2000 10.0045 10.560 0.030 10.0176 10.518 0.048

1994–2008 10.0076 10.654 0.008 10.0335 10.714 0.003

1979–2008 10.0030 10.571 ,0.001 10.0116 10.548 0.002
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output variables from current operational and research-

based atmospheric models, providing predictions of

turbulence-based indices like HITKEs for fire-weather

applications is now feasible.

The temporal variability exhibited in the times series

of regionally averaged 3-hourly NARR TKEs and

HITKEs data over the 1979–2008 period indicates that

there are important regional differences in the temporal

behavior of these indices over the United States. In

all regions, there are statistically significant annual,

daily, and 12-hourly cycles that contribute to the overall

observed temporal variability in TKEs and HITKEs.

Annual cycles in the TKEs time series in the north-

western and southwestern regions of the United States

contribute to the general observed pattern of peak

values during April and May, while annual cycles in the

northeastern and southeastern regions contribute to peak

values during January and February. Annual cycles in

HITKEs are similar to the TKEs annual cycles in each

region, except for the northwest region where peak

HITKEs values tend to occur slightly later than peak

TKEs values (June and July instead of April and May).

There are also significant 6-month cycles that contribute

to the TKEs temporal variability in the northeast region

and to the HITKEs temporal variability in the northeast

and southeast regions. The 6-month cycles are generally

manifested in secondary peaks in TKEs values during

April andOctober for the northeast region and secondary

peaks inHITKEs values also duringApril andOctober for

the northeast and southeast regions. The 6-month cycles

and the timing of peak value occurrences in the TKEs and

HITKEs time series for the northeast region coincide with

the northeast spring and autumn wildfire seasons. Further

research is needed to examine the temporal variability of

TKEs and HITKEs over more refined regions, such as

defined regions based on fire-regime considerations.

Finally, the observed 30-yr (1979–2008) linear trends

in TKEs and HITKEs indicate that values of these in-

dices have generally increased over large areas in the

United States, including much of the mid-Atlantic,

Southeast, Midwest, Great Plains, Southwest, and Pa-

cific Northwest regions. General increases in these in-

dices during the first 15 years (1979–93) of this 30-yr

period were limited to rather small isolated areas

throughout the United States. However, positive linear

trends during the 1986–2000 and 1994–2008 periods

were significant over large areas of the United States.

The southern tier of states experienced statistically sig-

nificant increases during the 1986–2000 period, while

a broad area extending from the Southeast through the

northern Great Plains and into the northern Rocky

Mountain region experienced statistically significant

increases during the 1994–2008 period.

Using a subset of the NARR data over the 1979–2006

period, Pryor et al. (2009) found generally positive

trends in near-surface wind speeds at 0000 UTC at many

locations in the United States, an indication of potential

increases in wind shear. However, the areas exhibiting

increasing trends in TKEs in this study were somewhat

broader. This suggests that increasing trends in atmo-

spheric instability (i.e., buoyancy) near the surface over

large areas of the United States associated with anom-

alous warmingmay be the primary factor responsible for

the observed increasing trends in NARR TKEs and

HITKEs values over many areas of the United States.

Further research is needed to actually ascertain the rel-

ative importance of buoyancy trends in comparison with

FIG. 11. As in Fig. 9, but for HITKEs. Slope values were

multiplied by 10.
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wind shear trends over the United States in contributing

to the observed trend patterns in TKEs and HITKEs.
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