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Abstract

A logistic regression model based on forest inventory plot data and transformations of Landsat Thematic Mapper satellite imagery was used to predict the probability of forest for 15 study areas in Indiana, USA, and 15 in Minnesota, USA. Within each study area, model-based estimates of forest area were obtained for circular areas with radii of 5 km, 10 km, and 15 km and were compared to design-based estimates based on inventory plot data. Precision estimates for the circular areas were also obtained using variance formulae developed for this application that incorporated spatial correlation among model predictions for individual pixels. The model-based estimates were generally comparable to the design-based estimates. The advantages of the model-based approach are that maps and small areas estimates may be obtained and the necessity of releasing exact plot locations for user-specific applications is alleviated.
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1. Introduction

Traditionally, large-scale, natural resource inventory programs have used data collected from ground plots to respond to the user question “How much?” by reporting plot-based estimates of natural resource attributes for states or provinces, counties, or municipalities. Increasingly, users are also asking “Where?” and are requesting access to plot data for estimation for their own areas of interest (AOI). When data requests do not require exact plot locations, there are few constraints on data access. However, if exact locations are required, then several issues must be considered. First, revealing exact locations may entice users to visit the plots to obtain additional information, thus artificially disturbing the sampling location and contributing to bias in inventory estimates. Second, plots may be located on private land, and while landowners usually permit access by inventory field crews, they generally prohibit additional access. In these situations, user visits to plot locations may jeopardize future access by inventory field crews. Third, revealing the exact plot locations may violate constraints on the release of proprietary information. Thus, if exact plot locations are required for a user’s analysis, policy constraints may prohibit the inventory program from accommodating the user’s data request.

In response to the “Where?” question, the Forest Inventory and Analysis (FIA) program of the USDA Forest Service has initiated local, regional, and national mapping efforts. Although the objectives of these efforts have been to map the spatial distributions of forest attributes, generally they have not included investigations of whether maps may be used to obtain unbiased and precise areal estimates of those attributes. For the latter objective, estimates obtained using only data for the plots located in the AOI have been necessary. If unbiased and sufficiently precise areal estimates of forest attributes could be obtained by aggregating mapping unit predictions, then several advantages would accrue. First, release of plot locations would be unnecessary for estimation for users’ AOIs. Second, because mapped values would be based on aggregated data from multiple plots, proprietary information would not be released. Third, estimation would be possible for small areas for which the number of plots is insufficient for plot-based estimation. Fourth, efficiencies would be gained by simultaneously addressing both the “How much?” and “Where?” questions.

Nelson et al. (2005) compared forest area estimates based on sample plot data from two national inventories of the USA to comparable estimates from four satellite image-derived maps.
Alternative approaches to area estimation have included both
mixture modeling and regression analyses (Hämé et al., 2001). DeFries et al. (2000) used a linear mixture model approach to
predict continuous fields of land cover categories from end
class membership derived from Landsat Multispectral Scanner
system data. Thomas et al. (1993) used a goodness of fit
approach to investigate the number of ground cover compo-
nents and spatial averaging for estimating woodland area by
spectral mixing. Cross et al. (1991) identified spectral signatures
of pure forest and non-forest cells for coarse resolution imagery
and then used a linear mixture model to predict proportions of
forest and non-forest by decomposing the spectral values of
mixed resolution cells into signature components.

Both Magnussen et al. (2000) and Moisen and Frescino (2002)
compared multiple approaches for predicting forest attributes.
Magnussen et al. (2000) evaluated predictions of forest cover type
proportions obtained from a maximum likelihood classifier and
three models using predictors based on proportions of TM clusters
obtained from unsupervised classification. Among the models, one
was based on neural networks and two were variations of linear
models. The neural networks approach yielded lowest mean
absolute deviations, while the maximum likelihood approach was
better for predicting non-vegetated cover types. Moisen and
Frescino (2002) evaluated predictions of two discrete and four
continuous forest attributes obtained from linear models, general
additive models, classification and regression trees, multivariate
adaptive regression splines, and artificial neural networks. They
concluded that the multivariate adaptive regression splines and the
artificial neural networks approaches were marginally superior.

Regression modeling has been a popular international
approach for use with satellite imagery to map a variety of forest
attributes: large area volume and above ground biomass in Finland
(Tomppo et al., 2002); hardwood and conifer cover in Oregon,
USA (Maier et al., 2001); height and basal area in Scotland
(Puhr & Donoghue, 2000); biomass in Brazil (Steininger, 2000);
volume in British Columbia, Canada (Gemmell, 1995); age and
structure in the Pacific Northwest of the USA (Cohen et al., 1995);
age in Estonia (Nilson & Peterson, 1994); and age in Colorado, USA
(Nel et al., 1994); biomass in England (Danson & Curran, 1993);
volume in New Brunswick, Canada (Ahern et al., 1991); and
suites of forest inventory variables in Finland (Tomppo, 1987,
1988).

Numerous investigators have used regression techniques to
estimate or enhance estimates of forest area. For example, Deppe
(1998) used a regression approach to enhance estimation of
forest area in Brazil and Bolivia. The combined use of regression
techniques, double sampling, and fine and coarse resolution
imagery has received considerable attention. Iverson et al.
(1989) classified Landsat TM imagery with respect to forest and
non-forest using forest inventory data and aerial photographs
and then used linear regression to estimate the relationship
between the amount of forest landscape in the classified TM
imagery and AVHRR spectral values. Nelson (1989) used linear
regression, ratio of means, and mean of ratios estimators with
AVHRR-GAC 4-km data and Landsat MSS 80-m data. Zhu and
Evans (1994) used ground sample data to classify finer
resolution Landsat TM imagery with respect to a forest attribute

The sample plot data were collected for non-federal lands by the
National Resources Inventory (NRI), a program of the USDA
Natural Resources Conservation Service, and for all forestland
ownerships by the FIA program. The satellite image-derived
maps included a nominal 1991 AVHRR forest cover type map
of 1-km spatial resolution (Zhu & Evans, 1994), a nominal
1992–1993 AVHRR land cover map of 1-km spatial resolution
from the National Atlas (2003), the Vegetation Continuous
Fields (VCF) percent tree canopy cover data obtained from
MODIS imagery with a 500-m spatial resolution (Hansen et al.,
2003), and the National Land Cover Dataset (NLCD) obtained
from nominal 1992 Landsat TM imagery with 30-m spatial
resolution (Vogelmann et al., 2001). They found that the forest
cover type map produced non-federal forest area estimates that
were most similar to NRI and FIA estimates and that for the
VCF data, a minimum canopy cover threshold of 25% produced
national estimates for all ownerships that were most similar to
FIA estimates. However, they found that the 25% threshold
produced large deviations between state-level VCF and FIA
estimates. They concluded that it would be inappropriate to use
forest/non-forest maps created from VCF products to estimate
forest area for states or smaller geographic areas.

Nelson et al. (2005) also reviewed and reported European
comparisons of forest inventory and satellite imaged-derived
estimates of forest area (Hämé et al., 2001; Kennedy & Bertolo,
2002; Päivinen et al., 2001; Schuck et al., 2003). Their conclusion
was similar to that for comparisons in the USA: While satellite
image-derived estimates may be acceptable for large geographic
areas, they have limited utility for smaller geographic areas.
Although the European forest map was calibrated to match
countrywide inventory estimates of proportion forest area, and
the forest cover types for the USA were mapped on pixels with forest
density estimates exceeding per-state thresholds based on
inventory estimates, neither map was specifically designed to
produce estimates of forest area, particularly for small areas.

Many investigators have mapped forest cover using classifica-
tion techniques and coarse spatial resolution AVHRR data. Mayaux
and Lambin (1995) note that the advantages of the coarser
resolution maps are greater data availability and a spatial resolution
that more closely matches large AOIs, while the disadvantage is a
loss of spatial detail for smaller areas. Mayaux and Lambin (1995),
Czaplewski and Catts (1992), and Walsh and Burk (1993) describe
methods for correcting for misclassification bias.

Kennedy and Bertolo (2002) used AVHRR data with a
maximum likelihood approach to calculate the probability of
forest. They used unsupervised classification to select clusters of
homogeneous 2×2 AVHRR pixel blocks and the Coordina-
tion of Information on the Environment (CORINE) data set, a
Landsat image-based interpretation of land cover for computing
forest area, to train the 2×2 pixel blocks. Inventory-based
estimates of forest area were used to calibrate pixel values so that
resulting map-based estimates matched inventory-based
estimates for counties, regions, and provinces. They predicted
forest area proportion for each image pixel as a weighted
average of observed proportion forest for the classes where the
weights were probabilities of class membership obtained from
maximum likelihood analyses.
of interest and then used multiple regression to estimate the relationship between the Landsat TM classifications and the spectral characteristics of AVHRR data. Mayaux and Lambin (1995) used linear regressions to estimate relationships between proportions of fine resolution pixels and coarse resolution pixels classified as forest.

Finally, some studies have reported uncertainties associated with individual pixel predictions. However, very few that obtain areal estimates of forest attributes as means or sums of individual pixel predictions address methods for calculating the variances of these areal estimates. Taskinen and Heikkinen (unpublished manuscript) used a non-parametric Bayesian approach featuring partition modeling, and de Bruin (2000) used a sequential simulation indicator approach featuring collocated indicator cokriging. However, methods for obtaining variances of areal estimates obtained as means or sums of regression model predictions for individual pixels are not readily available.

The cited regression studies may be characterized generally by three limiting features. First, they usually depend on coarse resolution satellite imagery to produce the final map product which limits the ability of the map to produce accurate estimates for small areas. Second, they tend to feature linear models, despite the lack of a theoretical or empirical basis for assuming linearity. The two comparative studies (Magnussen et al., 2000; Moisen & Frescino, 2002) concluded that approaches such as regression splines and neural networks which incorporate nonlinear features produced better results than did the linear model approaches. Third, very few of the studies that obtain estimates as means or sums of individual pixel predictions have reported methods for estimating variances of areal estimates. Estimation of variances in the latter situation is not trivial because of the necessity of accommodating spatial correlation among training data observations and pixel prediction residuals.

The objective of this study was to construct forest probability maps from FIA plot data and medium resolution Landsat Thematic Mapper (TM) or Enhanced Thematic Mapper (ETM+) satellite imagery using a logistic regression model. The motivation was fourfold: (1) to investigate the utility of logistic regression models using medium resolution satellite imagery for mapping the distribution of forestland, (2) to compare plot-based and logistic regression model-based estimates of forest area, (3) to develop a methodology that accommodates spatial correlation when estimating model parameter and areal precision estimates, and (4) to develop an approach to estimation, particularly for small areas, that circumvents the constraint on release of FIA plot locations. The study focused on predicting pixel-level probabilities of forest ground cover and comparing map- and plot-based estimates of forest area. A major component of the study was accommodating spatial correlation in the variance estimates for individual pixel predictions and for total forest area for multiple pixel AOIs.

2. Data

2.1. Forest inventory plot data

The FIA program has established field plot centers in permanent locations using a sampling design that is assumed to produce a random, equal probability sample (Bechtold & Patterson, 2005; McRoberts et al., 2005). The plot array has been divided into five non-overlapping, interpenetrating panels, and measurement of all plots in one panel is completed before measurement of plots in the next panel is initiated. Panels are selected on a 5-, 7-, or 10-year rotating basis, depending on the region of the country. Over a complete measurement cycle, the sampling intensity is approximately one plot per 2400 ha. Some states provide additional funding to double or triple the sample size in which case the sampling intensity is approximately one plot per 1200 ha or 800 ha, respectively. In general, locations of forested or previously forested plots are determined using global positioning system (GPS) receivers, while locations of non-forested plots are determined using aerial imagery and digitization methods. Each field plot consists of four 7.31-m radius circular subplots. The subplots are configured as a central subplot and three peripheral subplots with centers located at 36.58 m and azimuths of 0°, 120°, and 240° from the center of the central subplot. Among the observations field crews obtain are the proportions of subplot areas that satisfy specific ground land use conditions. Subplot estimates of proportion forest area are obtained by collapsing ground land use conditions into forest and non-forest classes consistent with the FIA definition of forestland (primarily, area ≥ 0.4 ha and width ≥ 36.6 m). For this study, all plots were observed between the beginning of 1999 and the end of 2003. FIA plot data were used for two large analytical areas, one corresponding approximately to a Landsat Thematic Mapper (TM) scene in south central Indiana, USA, and one corresponding approximately to a scene in northeastern Minnesota, USA (Fig. 1). Land use for the Indiana analytical area consists of agriculture and hardwood forest, mostly oak and hickory. Land use for the Minnesota analytical area consists of forestland dominated by aspen–birch and spruce–fir associations, wetlands, lakes, and agriculture.

2.2. Satellite imagery

Landsat imagery for the Indiana scene, row 33 of path 21, and the Minnesota scene, row 27 of path 27, was obtained from the Multi-Resolution Characterization 2001 (MRLC 2001) land cover mapping project (Homer et al., 2004) of the U.S. Geological Survey (Fig. 1). The imagery was characterized by several salient features: (1) a combination of Landsat 5 TM and Landsat 7 ETM+ data, (2) geometrically and radiometrically corrected, (3) cubic convolution resampling to 30 m × 30 m spatial resolution, (4) visible and infrared bands (1–5, 7), and (5) conversion to at-satellite reflectance. Imagery for three dates corresponding to early, peak, and late vegetation green-up (Yang et al., 2001) were obtained for each scene: April 2001, July 2000, and October 2001 for the Indiana scene and March 2000, July 1999, and October 1999 for the Minnesota scene. Preliminary analyses indicated that NDVI and the tassel cap (TC) transformations (brightness, greenness, and wetness) (Crist & Cicone, 1984; Kauth & Thomas, 1976) were superior to both the spectral band data and principal component transformations with respect to predicting the probability of forest cover. Thus, 12 satellite image-based predictor variables
were used, NDVI and the three TC transformations for each of the three image dates.

2.3. Combining forest inventory data and satellite imagery

The spatial configuration of the FIA subplots with centers separated by 36.58 m and the 30-m × 30-m spatial resolution of the TM/ETM+ imagery permits individual subplots to be associated with individual image pixels. The subplot area of 167.87 m² is approximately 19% of the 900 m² pixel area. When describing relationships between forest attributes observed on FIA plots and TM satellite image spectral values, two phenomena must be considered. First, because a subplot is a single, 19%, contiguous sample of the pixel area, the proportion forest area for a partially forested subplot may not accurately represent the proportion forest area for the entire pixel. Second, GPS and image registration errors may cause a subplot to be associated with an incorrect pixel, resulting in the forest attribute of a subplot being erroneously associated with the spectral signature of a non-forested pixel, and vice versa. Both phenomena obscure relationships between observed forest attributes and spectral data, cause bias in estimates of parameters of models of the relationships, increase both model residual variability and the uncertainty in model parameter covariance estimates, and contribute to increasing the variance of model-based areal estimates of forest attributes. To reduce the effects of these phenomena, data for plots with mixtures of forest and non-forest cover were excluded when calibrating models. For the Indiana analytical area, 627 homogeneous plots or 2508 subplots were used of which 492 were completely forested and 2016 were completely non-forested. For the Minnesota analytical area, 1228 homogeneous plots or 4912 subplots were used of which 4368 were completely forested and 544 were completely non-forested. The assumption underlying exclusion of heterogeneous plots is that if their subplots were associated with the correct pixels, then the relationship between proportion forest area and the spectral data would be no different for the excluded subplots than for non-excluded subplots. Under this assumption, there should be no resulting effects on estimates of the relationships, although model parameter estimates may be less precise. However, if there were differences in the relationships, then differences should be observed when comparing forest area estimates based on predictions from models calibrated using only data for non-excluded plots to plot-based estimates for the same AOIs using data for all plots.

3. Methods

Traditionally, the FIA program has used methods that base areal estimates directly on sample observations. These methods assume a population for which there is a single fixed value for each population element and that the distribution of these fixed values may be characterized by a population distribution with mean, \( \mu \), and variance, \( \sigma^2 \). This approach is characterized as design-based estimation, because the properties of the estimators depend on the features of the sampling design. The objective with design-based methods is estimation of the population mean, \( \mu \), and the precision
of the estimate of the mean, usually from a random sample drawn from the population according to a prescribed sampling design. An important property of the combination of the sampling design and design-based estimators used by FIA is that in expectation the sample mean is an unbiased estimate of the population mean.

A second approach to estimation, characterized as model-based estimation, assumes a superpopulation characterized by a distribution of possible observations for each population element, not a single fixed value as for design-based estimation (Kangas, 1994; Royall, 1970; Särndal, 1978). Thus, the population assumed for design-based estimation is only one of the possible populations that could be realized from the superpopulation. In this context, \( \mu_i \) and \( \sigma_i^2 \) may be used to denote the mean and variance of the superpopulation distribution of observations corresponding to the \( i \)th set of values of a covariate vector, \( X \). A superpopulation observation, \( y_i \), may be expressed as,

\[
y_i = \mu_i + \epsilon_i,
\]

where \( E(\epsilon_i) = 0, \text{Var}(\epsilon_i) = \sigma_i^2, \text{Cov}(\epsilon_i, \epsilon_j) = \sigma \rho \), and \( \rho \) denotes spatial correlation. The objective with model-based methods is estimation of the superpopulation parameters, \( \mu, \sigma^2, \) and \( \rho \) for each superpopulation element. With model-based estimation, the parameters of a model relating the sample observations to ancillary data are estimated, and the model predictions form the basis for estimating superpopulation parameters. A distinction between design-based and model-based estimation is that model-based estimation focuses on parameters of the superpopulation, while design-based estimation focuses on parameters of the population that is realized from the superpopulation. Further, the unbiasedness of design-based estimators depends on the design, while the unbiasedness of model-based estimators depends on the model. However, an inadequate sampling design may contribute to the selection of model forms and estimation of model parameters that fail to represent adequately the relationship between the response and predictor variables.

Although estimates of population and superpopulation parameters are based on different conceptual assumptions, at least two reasons for comparing them are relevant. First, the forest inventory community has traditionally used design-based estimation, and the resulting estimates have become a standard for comparison. Second, concern regarding an inadequate model would be alleviated if the mean over all estimates of individual model-based superpopulation means were close to the design-based estimate of the population mean. Because the population assumed for design-based estimation is only one of the possible populations that could be realized from the superpopulation, the difference in the design-based estimate of the population mean and the model-based estimate of the mean of the individual superpopulation means could be interpreted with respect to the distribution of possible population means. If the model is correctly formulated and the sample used to estimate its parameters is adequate, then the design-based estimate of the population mean should be close in a relative sense to the model-based estimate of the mean of the individual superpopulation means. If they are not close, then one of three interpretations is possible: the model fails to represent adequately the relationship between the response and predictor variables, the design-based sample is not representative of the realized population, or an unlikely population has been realized from the superpopulation. Attention is usually focused on the first two alternatives, although it may be difficult to distinguish between them. Methods for comparing design- and model-based estimates are described in a later section.

3.1. Design-based estimation

The FIA program uses a design-based approach to estimation that is based on an infinite population framework and a sampling design that is assumed to produce an equal probability sample (Bechtold & Patterson, 2005; McRoberts et al., 2005). In accordance with its infinite population framework, the program attributes the aggregation of data for the four subplots to the center point of the central subplot. The design-based estimator of total forest area, \( \hat{F} \), for an AOI is,

\[
\hat{F} = A \bar{Y}
\]

where \( A \) is the total area of the AOI, and

\[
\bar{Y} = \frac{\sum_{i=1}^{n} y_i}{n},
\]

where \( y_i \) is the observation of proportion forest area for the \( i \)th plot, and \( n \) is the sample size. Although the FIA program uses post-sampling stratification and stratified estimation, design-based variance estimators for this study are based on an assumption of simple random sampling because sufficient numbers of plots per stratum are not available for stratified estimation for small AOIs. Because \( A \) is a constant, mean proportion forest area, \( \bar{Y} \), is the quantity of interest. An estimator of the variance of \( \bar{Y} \) is,

\[
\hat{\text{Var}}(\bar{Y}) = \frac{\hat{\sigma}^2}{n}
\]

where

\[
\hat{\sigma}^2 = \frac{\sum_{i=1}^{n} (y_i - \bar{Y})^2}{n-1}.
\]

When calculating design-based estimates, data were included for all four subplots of all plots with centers in the AOI, regardless of whether the plots had a mixture of forest and non-forest conditions.

3.2. Model-based estimation

3.2.1. Model calibration

An important result of the exclusion of data for plots with mixed forest and non-forest conditions is that observed proportion forest area, \( y \), is a binary variable and may be quantified according to the convention that \( y = 1 \) denotes a forested subplot and \( y = 0 \) denotes a non-forested subplot. The relationship between the binary forest/non-forest-dependent
variable and the continuous spectral-independent variables, $X$, may be expressed as,

$$p_i = f(X_i; \beta) + e_i,$$

(4a)

or

$$E(p_i) = f(X_i; \beta),$$

(4b)

where $i$ indexes subplots, $p_i$ is the probability that $y_i = 1$, $\beta$ is a vector of parameters to be estimated, $f(X_i; \beta)$ is a function expressing the relationship among the independent and dependent variables and the parameters, $e_i$ is unexplained residual uncertainty assumed to be distributed with zero mean, and $E(\cdot)$ denotes statistical expectation. For binary-dependent variables, $f(X_i; \beta)$ is often expressed as a logistic model of which one form is,

$$f(X_i; \beta) = \frac{\exp(\beta_0 + \beta_1 X_{i1} + \cdots + \beta_m X_{im})}{1 + \exp(\beta_0 + \beta_1 X_{i1} + \cdots + \beta_m X_{im})},$$

(5)

The parameters of (5) are often estimated by maximizing the likelihood, $L$, expressed as,

$$L = \prod_{i=1}^{n} f[(X_i; \beta)]^{y_i}[1-f(X_i; \beta)]^{1-y_i},$$

(6)

where $n$ is the number of subplot observations. Maximum likelihood parameter estimates based on (6) may be obtained using any of several statistical packages, (e.g., SAS, 1988). However, because (6) cannot accommodate spatial correlation among subplot observations, another approach to parameter estimation must be considered if correct measures of uncertainty are required. Nevertheless, because (6) yields unbiased parameter estimates, it may be used to obtain parameter estimates if no measures of uncertainty are required or to obtain initial parameter estimates for iterative approaches that accommodate spatial correlation.

An iterative approach to logistic model parameter estimation that accommodates spatial correlation is based on generalized estimating equations (GEE) (Albert & McShane, 1995; Gumpertz et al., 2000). For the first iteration, ordinary logistic regression using maximum likelihood was used to fit (6) to the data. The GEE approach consisted of solving,

$$\sum_{i=1}^{n} Z_i V^{-1}_c (y_i - p_i) = 0,$$

(7)

where the elements, $z_{ij}$, of $Z_i$ are,

$$z_{ij} = \frac{\partial f(X_i; \hat{\beta})}{\partial \hat{\beta}_j},$$

(8)

and $f(X_i; \hat{\beta})$ is the logistic function, (5), evaluated using the parameter estimates, $\hat{\beta}$. After each iteration, the elements of the subplot residual covariance matrix, $V_c$, were recalculated as,

$$v_{ij} = s_i s_j \hat{\rho}_{ij} = \sqrt{\hat{\rho}_i (1-\hat{\rho}_i)} \sqrt{\hat{\rho}_j (1-\hat{\rho}_j)} \hat{\rho}_{ij},$$

(9)

where $s^2 = \hat{\rho}(1-\hat{\rho})$ is the variance of $e_i = y_i - \hat{\rho}$. The estimated spatial correlation, $\hat{\rho}$, was obtained using a fitted semi-variogram obtained as follows (Gumpertz et al., 2000):

1. calculate the standardized residuals,

$$\delta_i = \frac{y_i - \hat{\rho}_i}{\sqrt{\hat{\rho}_i (1-\hat{\rho}_i)}},$$

(10)

2. construct an empirical semi-variogram,

$$\hat{\gamma}(d) = \frac{1}{2N(d)} \sum_{(i,j) \in N(d)} (\delta_i - \delta_j)^2$$

(11)

where $N(d)$ denotes a collection of pairs, $(\delta_i, \delta_j)$, whose Euclidean distances in geographic space place are within a given neighborhood of $d$.

3. using weighted nonlinear regression, fit an exponential semi-variogram (for example),

$$\hat{\gamma}(h) = \hat{\alpha}_0 + \hat{\alpha}_1 [1-\exp(\hat{\alpha}_2 d_h)],$$

(12)

4. and estimate $\rho_y$ as,

$$\hat{\rho}_y = 1 - \frac{\hat{\gamma}(d_y)}{\hat{\gamma}_{\text{total}}},$$

$$\hat{\gamma}_{\text{total}} = \frac{\hat{\alpha}_0 + \hat{\alpha}_1 [1-\exp(\hat{\alpha}_2 d_y)]}{\hat{\alpha}_0 + \hat{\alpha}_1}.$$  

(13)

For many applications, including this one, $\alpha_0 = 0$, in which case,

$$\hat{\rho}_y = \exp(\hat{\alpha}_2 d_y),$$

and after substitution into (9) yields,

$$v_{ij} = s_i s_j \hat{\rho}_{ij} = \sqrt{\hat{\rho}_i (1-\hat{\rho}_i)} \sqrt{\hat{\rho}_j (1-\hat{\rho}_j)} \exp(\hat{\alpha}_2 d_{ij}).$$

(14)

The $k+1$st iterative updated parameter estimate, $\hat{\beta}^{k+1}$, was,

$$\hat{\beta}^{k+1} = \hat{\beta}^k + \left( \sum_{i=1}^{n} Z_i V^{-1}_c Z_i \right)^{-1} \left( \sum_{i=1}^{n} Z_i V^{-1}_c (y_i - \hat{\beta}_i) \right).$$

(15)

The iterative procedure of updating $\hat{\beta}$ and recalculating $V_c$ continues until convergence and is assumed to produce estimates with $E(\hat{\beta}) = \beta$. An estimator of the parameter covariance matrix is,

$$\hat{V}_c = \left( \sum_{i=1}^{n} Z_i V^{-1}_c Z_i \right)^{-1}.$$

(16)

For the $t$th pixel, an estimator of the probability, $p_t$, that $y_t = 1$ is,

$$\hat{p}_t = \frac{\exp(\hat{\beta}_0 + \hat{\beta}_1 X_{t1} + \cdots + \hat{\beta}_m X_{tm})}{1 + \exp(\hat{\beta}_0 + \hat{\beta}_1 X_{t1} + \cdots + \hat{\beta}_m X_{tm})}$$

(17)

where $\hat{\beta}$ is the vector of parameter estimates obtained from (15).
Estimators for the variance, \( \text{Var}(\hat{p}) \), depend on whether \( \hat{p} \) is considered to be an estimator of the mean, \( \mu_i \), of the \( i \)th superpopulation distribution or an estimator of an observation, \( p_i \), from that distribution. In terms of generic regression problems, Draper and Smith (1981) characterize the first situation as predicting the mean of the response variable (superpopulation mean, \( \mu_i \)) for the \( i \)th value of the predictor variable and the second situation as predicting an individual observation of the response variable, \( p_i \), which varies about the superpopulation mean, \( \mu_i \), value with variance, \( \sigma_i^2 \). Thus, when \( \hat{p} \) is considered an estimator of \( \mu_i \), a first-order Taylor series approximation may be used to formulate an estimator of \( \text{Var}(\hat{p}) \) as,

\[
\text{Var}(\hat{p}) \approx \text{Var}(Z, \hat{\beta}) = Z_i' \hat{\Sigma}_b Z_i, \tag{18a}
\]

where \( Z \) is obtained from (8), and \( \hat{\Sigma}_b \) is obtained from (16). When \( \hat{p} \) is considered an estimator of an individual observation, \( p_i \), an estimator of \( \text{Var}(\hat{p}) \) may be formulated as,

\[
\text{Var}(\hat{p}) = \text{Var}(Z, \hat{\beta} + \epsilon_i) = Z_i' \hat{\Sigma}_b Z_i + \sigma_i^2 \tag{18b}
\]

where \( \sigma_i^2 \) is as described following (9).

3.2.2. Estimation for multiple pixel AOIs

A model-based estimator of total forest area, \( F \), for an AOI may be expressed as,

\[
\hat{F} = \hat{A} \hat{P}, \tag{19}
\]

where

\[
\hat{P} = \frac{1}{N} \sum_{i=1}^{N} \hat{p}_i, \tag{20}
\]

\( \hat{p}_i \) is the predicted probability of forest cover from (17) for the \( i \)th pixel, \( N \) is the number of pixels in the AOI, and \( A \) is total area of the AOI. Because \( A \) is a constant, the mean probability of forest, \( \hat{P} \), is the quantity of interest. When \( \hat{p} \) is considered an estimator of the superpopulation mean, \( \mu_i \), the variance of \( \hat{P} \) may be expressed as,

\[
\text{Var}(\hat{P}) = \frac{1}{N^2} \text{Var} \left[ \sum_{i=1}^{N} (\hat{p}_i) \right] = \frac{1}{N^2} \text{Var} \left[ \sum_{i=1}^{N} (Z_i, \hat{\beta}) \right] \tag{21a}
\]

\[
= \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \text{Cov}(Z_i, \hat{\beta}, Z_j, \hat{\beta}).
\]

When \( \hat{p}_i \) is considered an estimator of an individual observation, \( p_i \), the variance of \( \hat{P} \) may be expressed as,

\[
\text{Var}(\hat{P}) = \frac{1}{N^2} \text{Var} \left[ \sum_{i=1}^{N} (\hat{p}_i) \right] = \frac{1}{N^2} \text{Var} \left[ \sum_{i=1}^{N} (Z_i, \hat{\beta} + \epsilon_i) \right] \tag{21b}
\]

\[
= \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ \text{Cov}(Z_i, \hat{\beta}, Z_j, \hat{\beta}) + \text{Cov}(\epsilon_i, \epsilon_j) \right].
\]

The component \( \text{Cov}(Z_i, \hat{\beta}, Z_j, \hat{\beta}) \) in (21a) and (21b) quantifies the covariance between pairs of predictions resulting from their calculation using a model with parameters estimated from the same sample. An estimator of \( \text{Cov}(Z_i, \hat{\beta}, Z_j, \hat{\beta}) \) is,

\[
\text{Cov}(Z_i, \hat{\beta}, Z_j, \hat{\beta}) = Z_i' \hat{\Sigma}_b Z_j. \tag{22}
\]

The second component within the brackets of (21b), \( \text{Cov}(\epsilon_i, \epsilon_j) \), quantifies the covariance between pairs of residuals. An estimator for \( \text{Cov}(\epsilon_i, \epsilon_j) \) is

\[
\text{Cov}(\epsilon_i, \epsilon_j) = s_i s_j \hat{p}_i = \sqrt{\hat{p}_i(1-\hat{p}_i)} \sqrt{\hat{p}_j(1-\hat{p}_j)} \exp(\hat{d}_z d_\theta), \tag{23}
\]

where \( \hat{p}_i \) is calculated using the fitted semi-variogram from (14). Substituting from (22) and (23) into (21a) and (21b), an estimator, \( \text{Var}_1(\hat{P}) \), for \( \text{Var}(\hat{P}) \) when \( \hat{p} \) is considered an estimator of the superpopulation mean, \( \mu_i \), is,

\[
\text{Var}_1(\hat{P}) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} Z_i' \hat{\Sigma}_b Z_j, \tag{24a}
\]

and when \( \hat{p}_i \) is considered an estimator of an observation, \( p_i \), an estimator, \( \text{Var}_2(\hat{P}) \), for \( \text{Var}(\hat{P}) \) is,

\[
\text{Var}_2(\hat{P}) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left[ Z_i' \hat{\Sigma}_b Z_j + \sqrt{\hat{p}_i(1-\hat{p}_i)} \exp(\hat{d}_z d_\theta) \right]. \tag{24b}
\]

In (24a) and (24b), the subscripts for the estimators, \( \text{Var}_1(\hat{P}) \) and \( \text{Var}_2(\hat{P}) \), distinguish the two situations: (1) \( \hat{p} \) is considered an estimator of the superpopulation mean, \( \mu_i \), and (2) \( \hat{p} \) is considered an estimator of an individual observation, \( p_i \).

3.3. Analyses

Because the relationship between the probability of forest and the spectral data was expected to be approximately constant within each analytical area, the logistic model was calibrated separately for each area using data for FIA plots as previously described with centers in the area. Thus, two sets of logistic model parameters were estimated, one for the Indiana analytical area and one for the Minnesota analytical area. In addition, spatial variability was evaluated for each analytical area separately under the assumptions that spatial correlation is stationary, i.e., it does not change within the scene, and that spatial correlation is isotropic, i.e., it is the same in all directions. Thus, two fitted semi-variograms were used, one for the Indiana analytical area and one for the Minnesota analytical area.

For each analytical area, 15 study area centers were selected, and the probability of forest was predicted for each pixel with center within 15 km of the study area center. For 5-km, 10-km, and 15-km radius circular AOIs centered at each study area center, the design-based estimates, \( \hat{Y} \) from (2) and \( \text{Var}(\hat{Y}) \) from (3), and the model-based estimates, \( \hat{P} \) from (20), \( \text{Var}_1(\hat{P}) \) from (24a), and \( \text{Var}_2(\hat{P}) \) from (24b), were calculated.

Although \( \hat{Y} \) and \( \hat{P} \) are different quantities and their estimators are based on different sets of assumptions, as
shown by (1) and (19), they are similar with respect to their roles in estimating total forest area for an AOI. For the 15 AOIs associated with each combination of analytical area and AOI radius, the design-based estimates, \( Y \), and the model-based estimates, \( P \), were compared using three measures: mean difference, mean absolute difference, and root mean squared difference. In addition, the three measures were also calculated for AOIs of the same radius without regard to analytical area.

4. Results and discussion

4.1. Spatial correlation

For each analytical area, the distribution of standardized residuals was approximately symmetrical and centered at zero. An empirical semi-variogram was constructed for each analytical area with no interval having fewer than 200 data points, and the exponential semi-variogram model (12) with nugget of zero \( (\alpha_0 = 0) \) was fit to each empirical semi-variogram. The estimated ranges of spatial correlation for the standardized residuals, calculated as the distances to 95% of the estimated sills of the semi-variograms, were approximately 120 m for the Indiana analytical area and approximately 100 m for the Minnesota analytical area.

4.2. Bias assessments

The bias assessments focused on comparing the design-based estimate, \( Y \), and the model-based estimate, \( P \) (Tables 1–6). The first approach to bias assessment focused on the differences, \( Y - P \), for each combination of analytical area and AOI radius using the three measures: mean difference, mean absolute difference, and root mean squared difference (Table 7). Mean differences were between −0.06 and 0.09 for the 5-km radius AOIs and between −0.02 and 0.06 for both the 10-km and 15-km radius AOIs. Mean absolute differences were less than 0.20 for the 5-km radius AOIs and less than 0.08 for both the 10-km and 15-km radius AOIs. Root mean squared differences were less than 0.20 for the 5-km radius AOIs and less than 0.08 for both the 10-km and 15-km radius AOIs.
The differences were less than 0.24 for the 5-km radius AOIs and less than 0.10 for the 10-km and 15-km radius AOIs. For a given AOI radius, both mean absolute and root mean squared differences were smaller for the Minnesota AOIs than for the Indiana AOIs. This result is partly attributed to better design-based estimates for the Minnesota AOIs as a result of the availability of more plots; for some 5-km Indiana AOIs, only three plots were available. Finally, the graph of the model-based versus design-based estimates for the 10-km radius AOIs indicates no discernible bias relative to the design-based estimates (Fig. 2). The graphs for the 15-km radius AOIs and 5-km radius AOIs were similar to the graph for the 10-km radius AOIs, although there was greater scatter for the former.

4.3. Variance comparisons

Because estimates of means are more precise than estimates of observations, the result that Var_1(P̄) < Var_2(P̄) was as expected. For the Indiana AOIs, 0.0030 ≤ Var_1(P̄) ≤ 0.0207, and for the Minnesota AOIs, 0.0029 ≤ Var_1(P̄) ≤ 0.0086. The differences between \( \sqrt{\text{Var}_1(P)} \) and \( \sqrt{\text{Var}_2(P)} \) were small, only being evident in the fifth or sixth digit to the right of the decimal point. Because estimates for \( \sqrt{\text{Var}_1(P)} \) and \( \sqrt{\text{Var}_2(P)} \) were so similar, only estimates for \( \sqrt{\text{Var}_1(P)} \) are reported (Tables 1–6). These small differences are attributed to the relatively small range of spatial correlation among the standardized residuals. Semi-variogram ranges on the order of 100 m means that the standardized residual for a 30-m × 30-m Landsat TM pixel may be expected to be correlated with the residuals of only 35–50 other pixels and, for many of these, the expected correlation would be small.

5. Conclusions and discussion

Several conclusions may be drawn from this study. First, the model-based estimates of the mean proportion of forestland were comparable to the design-based estimates of mean proportion forestland. The forest conditions surrounding the 30 study area centers represented a broad range of species combinations, mostly hardwoods in Indiana and a mixture of conifers and hardwoods in Minnesota, and they represented a broad range of forest conditions including large blocks of contiguous forest in Minnesota and highly fragmented forest and sparse riparian forest in Indiana.

![Fig. 2. Model-based vs. design-based estimates for 10-km AOIs.](image)

### Table 5
Estimates for the 10-km radius Minnesota AOIs

<table>
<thead>
<tr>
<th>Scene</th>
<th>AOI radius (km)</th>
<th>Difference</th>
<th>Mean</th>
<th>Mean absolute</th>
<th>Root mean squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indiana</td>
<td>5</td>
<td>0.09</td>
<td>0.20</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.05</td>
<td>0.08</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.06</td>
<td>0.07</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>Minnesota</td>
<td>5</td>
<td>−0.06</td>
<td>0.11</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>−0.02</td>
<td>0.04</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>−0.02</td>
<td>0.03</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>5</td>
<td>0.02</td>
<td>0.15</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.02</td>
<td>0.06</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.02</td>
<td>0.05</td>
<td>0.07</td>
<td></td>
</tr>
</tbody>
</table>

### Table 6
Estimates for the 5-km radius Minnesota AOIs

<table>
<thead>
<tr>
<th>Scene</th>
<th>AOI radius (km)</th>
<th>Difference</th>
<th>Mean</th>
<th>Mean absolute</th>
<th>Root mean squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indiana</td>
<td>5</td>
<td>0.09</td>
<td>0.20</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.05</td>
<td>0.08</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.06</td>
<td>0.07</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>Minnesota</td>
<td>5</td>
<td>−0.06</td>
<td>0.11</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>−0.02</td>
<td>0.04</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>−0.02</td>
<td>0.03</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>5</td>
<td>0.02</td>
<td>0.15</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.02</td>
<td>0.06</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.02</td>
<td>0.05</td>
<td>0.07</td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 2. Model-based vs. design-based estimates for 10-km AOIs.](image)
addition, the non-forestland, which had to be discriminated from the forestland, represented a range of conditions including intensive agriculture, abandoned agricultural fields, wetlands, and lakes.

Second, the comparability of the design-based estimates, which used data for all plots, regardless of the homogeneity of the ground cover, and the model-based estimates, which were based on model parameter estimates obtained using only completely forested or completely non-forested plots, indicates that exclusion of mixed forest/non-forest plots from the model calibration data produced no discernible effects.

Third, due to the superpopulation assumptions underlying the model-based approach to estimation, special procedures were necessary to accommodate spatial correlation. This accommodation required estimation of the spatial structure of residual variation via semi-variograms and estimation of the model-based precision for multiple pixel AOIs. The drawbacks of accommodating the spatial correlation are that estimation of the model parameters is more difficult and that estimation of the model-based precision is computer intensive. In addition, for the data sets considered for this study, precision estimates were sensitive to the parameters of the fitted semi-variograms.

Fourth, maps derived from model-based predictions may at least partially circumvent the constraints on release of exact FIA plot locations. Via online access to digital maps, users may obtain estimates of forest area for their own AOIs without access to FIA plots data or locations. In addition, estimates derived from the maps will be possible for smaller AOIs than will be possible using plot data only.

Finally, a few comments related to decisions to change from design-based to model-based estimation are appropriate. In the decision-making process, the tradeoffs between design-based and model-based approaches must be considered from both theoretical and practical perspectives. Although the traditional FIA design-based approach is more familiar and more straightforward, it has drawbacks related to releasing exact plot locations, failure to address the “Where?” question, and failure to accommodate small area estimation. The logistic regression model-based approach satisfactorily addresses these drawbacks. However, FIA users must be convinced that the cost of overcoming these drawbacks is not too great. Two potential costs have already been identified, greater estimation complexity and greater computational intensity. For online applications, the estimation complexity will be transparent for users. A possible effect of the computational intensity is that online applications will tax the user’s wait-time tolerance. This issue is beyond the scope of this manuscript, but possible solutions include faster hardware and faster computational algorithms. Two additional potential costs are that the model-based estimates may be biased and less precise than the design-based estimates. The issue of bias has been satisfactorily addressed by the comparisons of the design-based and model-based estimates for the circular study areas. In addition, with only a few exceptions, the model-based estimates of AOI means were within two design-based standard errors of the design-based estimates of the same means (Fig. 3).

Comparing the precision of the design-based and model-based estimates is more difficult. From a conceptual perspective, the two sets of precision estimates are not directly comparable, because the assumptions underlying the approaches and the means by which they generate variability are not comparable. In this sense, neither set of precision estimators is inherently superior or preferable; the choice of approach and estimators is arbitrary, and either choice can be justified. However, from a purely practical perspective, users will want to know if less precision in model-based estimates relative to design-based estimates is the cost of obtaining maps and small area estimates and circumventing the plot location release problem. Based on the precision estimates reported in Tables 1–6, the practical answer is that the precision of the logistic regression model-based estimates is greater than the precision of the traditional FIA design-based estimates.
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