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The problem of increasing gang-rip-first rough mill yield often amounts to little 

more than optimizing the fit ofueeded parts into strips. However, it israrc when a part or 

combination of parts fits precisely in the area between two defects. Intuition tells us that 

the more lengths we have to choose from, the greater the chance of completely filling 

such an area. Because of the many interrelated processing dependencies in a rough mill, 

it is difficult to estimate the potential yield increase due to cutting more lengths simulta­

neously by conventional methods. Using the RO MI-RIP simulator, we analyzed the im­

pact of sorting capacity (i.e., the number oflengths and widths cut simultaneously) on 

yield for various lumber grade mixes and typical industrial cutting bill combinations. 

Using an analysis of variance, significant yield increases were observed as a result ofin­

creasing sorting capacities. However, a plateau is reached around 18 to 20 part sizes, 

where additional sorting capacity increases result in negligible yield gains. Knowing the 

necessary number of lengths for maximum yield provides the opportunity for rough 

mill operators to determine the most economical sorting capacity for a rough mill. 

same time; and 3) the number oflengths 
that can be processed or kept track of at 
the chopsaw. 

With the advent of automatic, com­
puter-controlled chopsaws, an almost 
infinite number of unique part sizes can 
be cut and tallied. However, sorting ca­
pacities have not grown as quickly. Au­
tomated chopsaws often are not oper­
ated with more part sizes than manual 
saws. This could be due, in part, to the 
complexity of estimating the economic 
merit of an increased sorting capacity 
since potential yield gains are difficult 
to estimate. This uncertainty makes it 

difficult for rough mill operators to jus­
tify adding employees and equipment to 
increase sorting capacity. 

Optimization theory informs us that 
the greater the number of different part 
sizes that can be processed together, the 
better the overall yield, due to increased 
optimization choices. However, the ex­
tent of yield improvement from in­
creased sorting capacity is not well doc­
umented due to difficulties in studying 
this problem in rough mills. This paper 
examines the impact of the number of 
part sizes processed simultaneously on 
rip-first rough dimension part yield us­
ing the ROMI-RIP 2.1 simulator 
(Thomas 1996, 1999a; Thomas and 
Buehlmann 2001 ). 

This paper does not examine part 
scheduling and replacement methods. 
However, an understanding of these 
methods is necessary for studying the 
impact of sorting capacity on rough mill 
yield. This is because, in most cases, the 
sorting capacity is less than the number 
of parts required by a cutting bill and de­
cisions must be made concerning which 
parts to process together. The rough mill 
operator also must decide which parts 
should replace other parts as quantity re­
quirements are met during processing. 
This task usually is referred to as part 
scheduling and replacement. Sched­
uling and replacement methods seek to 

The difficulty of increasing gang­

rip-first rough mill yield involves opti­

mizing the fit of needed parts into the 

clear areas between defects on strips. 

Rarely will a part or combination of parts 
fit precisely into the clear area, but the 

more unique the part lengths, the more 

possibilities exist to completely fill such 

a space. By unique lengths we refer to 

lengths that are not multiples of shorter 

lengths within the shortest and longest 

lengths of a cutting bill. Cutting more 

lengths simultaneously increases the 

choices for optimizing yield. However, 

the number of different part sizes a rough 

mill can cut at once is dictated by three 

factors: l) the number of part sizes in the 

cutting bill; 2) the sorting capacity, i.e., 

the physical number of different part 

sizes that can be sorted and stacked at the 
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group together parts that have the widest 
possible range of length and width re­
quirements and are not multiples of 
shorter parts. By allowing the gang 
ripsaw and cbopsaw optimizers a wide 
range of part sizes to choose from, better 
cut-up solutions are realized and yield is 
improved. For example, yield usually 
suffers when fewer unique lengths, or 
when only longer lengths, are required 
by the cutting bill. The ideal solution is 
to simultaneously process a mix of long, 
medium, and short length parts. 

Methods 
It would be difficult to perform this 

study in an actual rough mill because of 
the disruption of normal operations and 
required modifications. Extra chopsaw 
capabilities and sorting capacity would 
be needed to determine the potential, if 
any, of additional yield. This difficulty 
and the potential variability of the lum­
ber used for each test leads us to con­
clude that simulation is the best ap­
proach. The ROMI-RIP 2.1 (RR2) 
rip-first rough mill simulator (Thomas 
1996, 1999a, 1999b; Thomas and 
Buehlmann 2001) was used in this study 
because of its support for a variety of rough 
mill operations, including algorithms for 
part scheduling and replacement. 

Simulation design 

We examined nine cutting bills 
(Table 1) from actual rough mill opera­
tions. These cutting bills represent a 
wide variety of products and range from 
17 to 29 part sizes. We did not select cut­
ting bills based on their composition of 
panel parts. Our only goal was to select 
cutting bills such that a range of difficul­
ties and part size requirements could be 
examined. The maximum percentage of 
any cutting bill composed of panels was 
approximately 60 percent. Panels usu­
ally make cutting bill requirements less 
difficult because of their random-width 
nature. This observation is usually evi­
dent when examining the yield from dif­
ferent cutting bills. 

Cutting bills can generally be classi­
fied into one of three categories: easy, 
moderate, and difficult (Thomas 1996). 
Easy cutting bills have an evenly bal­
anced distribution of part size require­
ments and need few, if any, wide and 
long part sizes. Moderate cutting bills 
also have an evenly balanced part re­
quirement distribution but require more 
difficult-to-obtain, wider, and longer 
part sizes. Difficult cutting bills contain 
an unbalanced part-size requirement 
distribution and require relatively larger 

part sizes. Of the nine cutting bills se­
lected, two were classified as easy, four 
as medium, and three as difficult. 

For each cutting bill, we used a stan­
dard set of processing options that were 
held constant over all simulations. The 
options used included: 
fixed-blade-best-feed arbor, 1/8-inch 
ripsaw and chopsaw kerf sizes, no 
endtrim allowance, and dynamic part 
prioritization. Fixed-blade-best-feed 
gang-ripsaws have a set of fixed blades 
where the distances between the blades 
are the primary part widths. Boards are 
fed through the arbor according to their 
width and defect placement such that an 
optimal yield in strips, and later during 
chopsawing, dimension parts are pro­
duced. This method of processing is 
similar to that of advanced systems that 
use vision technology. The kerf sizes are 
the thicknesses of the blades used during 
processing. The end trim allowance re­
fers to the length cut from each end of a 
board before processing begins. This is 
usually done to remove end-checks or 
splits in the end of the board. 

Dynamic part prioritization priori­
tizes cutting bill parts based on their cur­
rent required quantity and size (Thomas 
1996). As processing continues and 

Table 1. - Description of cutting bills used. 

Cutting Width 
bilJ no. count 

6 

2 7 

3 5 

4 5 

5 3 

6 3 

7 6 

8 3 

9 3 

55 

Width 
information 

(in.) 

1.25 to 3 .875 

1.00 to 3 .75 

1.75 to 4.5 

1.5 to 4.25 

2.5 to 4.25 

1.625 to 3.125 

2.25 to 4.125 

1.75 to 3.5 

1.75 to 3.5 

Length 
count 

12 

14 

21 

15 

18 

18 

14 

16 

15 

Length 
information 

(in.) 

14.75 to 43.00 

l 1.125 to 40. 75 

9.875 to 43.75 

14.625 to 78.875 

14.25 to 64.50 

13.00 to 80.50 

19.5 to 87.75 

18.25 to 67.00 

19.5 to 70.25 

Total part 
count 

17 

16 

21 

16 

20 

29 

16 

26 

29 

Comments 

8 panel parts. Very few lengths per part, but no difficult part sizes. A 
medium cutting biIJ . 

4 panel parts. Most widths have only one or two lengths - makes 
optimization very challenging. A difficult cutting bill. 

8 panel parts. No long parts, good balance of part sizes. Easy to 
medium cutting bill. 

6 panel parts. Requires primarily medium-length and narrow parts. 
An easy to medium cutting bilJ. 

2 panel parts. Requires few shorts and panels. A medium difficulty 
cutting bilJ. 

3 panel parts. Well balanced requirements. An easy to medium 
difficultly cutting bill. 

2 panel parts. No short lengths. Very few (maximum of 4) lengths 
per width. A difficul! cutting bilJ. · 

No panel parts. Good distribution of part sizes. Requires few longer 
and wider parts. A medium cutting bill. 

No panel parts. Good part size distribution. Requires few 
1.75-in.-wide parts as well as fewer longer and wider parts. A 
medium cutting biIJ. 
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parts are obtained, the priorities of the 
parts are updated. The goal of dynamic 
prioritization is to emphasize larger part 
sizes and part sizes that have higher re­
quired numbers of parts. The arbor for 
each cutting bill was designed according 
to the width distribution of the incoming 
lumber and the width demands of the 
cutting bill, according to the method de­
veloped by Gatchell (1996). 

We examined sorting capacity sizes of 
10, 12, 14, and up to the total number of 
part sizes in the cutting bill in two part 
size increments. The starting sort capac­
ity size of 10 was chosen as any smaller 
size would not normally be encountered 
except in the instance of some specialty 
products. For any cutting bill there is 
nearly an infinite number of ways to 
schedule and replace part sizes. A sim­
ple strategy was developed to group cut-

ting bill parts so that a complementary 
group of parts could be selected for ini­
tial processing. This strategy treats solid 
and panel parts differently such that they 
are grouped and selected separately. 

First, the distribution of solid parts 
versus panels in each cutting bill was es­
tablished. For a sorting capacity of n, the 
maximum number of panel parts that are 
scheduled at once is n/5 rounded up to 
the nearest integer. This procedure, 
based on past experience, was con­
ducted to reduce the number of panels 
processed at one time and to balance 
panel processing over the life of the cut­
ting bill. As stated earlier, the ran­
dom-width requirements of panels make 
them easier to obtain and improves over­
all yield. 

Second, individual solid parts and 
panels were assigned to each cutting 

Table 2. - Part sizes and prioritized part values for cutting bill 6. 

Priority 
Width Length Quantity Method 1 

- - - - - - - - - - - - - (in.) - - - - - - - - - - - - -

Panel parts 

7.000 21.500 50 151 

5.000 14.000 50 70 

9.250 30.500 50 282 

Solid parts 

1.625 13.000 500 21 

1.625 15.500 1000 25 

1.625 19.750 600 32 

1.625 21.500 500 35 

1.625 24.500 500 40 

1.625 27.500 1250 45 

1.625 31.000 3000 50 

1.625 33.500 650 54 

1.625 36.500 100 59 

1.625 39.500 150 64 

1.625 45.500 150 74 

1.625 80.500 100 131 

2.000 27.500 100 55 

2.250 14.000 1000 32 

2.250 16.750 750 38 

2.250 19.750 1000 44 

2.250 23.750 1750 53 

2.250 28.750 2000 65 

2.250 31.000 250 70 

2.250 36.750 100 83 

2.250 40.750 100 92 

3.125 16.250 300 51 

3.125 21.500 300 67 

3.125 28.000 450 88 

3.125 39.500 100 123 

3.125 80.500 100 252 
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bill. Once the number of solid and panel 
parts to be processed concurrently is 
known, the part sizes are grouped to­
gether. The goal of selection is to choose 
an initial scheduling of parts whose 
sizes and quantities complement each 
other. The selection strategy works by 
calculating priorities for each part size. 
Three different prioritizing methods 
were used to avoid the possibility of ex­
amining only poor or extremely good 
scheduling choices. The three methods 
of calculating priorities are listed below. 
Table 2 presents the prioritized values 
calculated for cutting bill 6. 

Method l: Part Width x Part Length 
Method 2: Part Width x Part Length x 

Part Quantity 
Method 3: Part Length x Part Quantity 

Consider a cutting bill with 26 solid 
part sizes, 3 panels (as shown in Table 2 

Priority Priority 
Method 2 Method 3 

7525 1075 

3500 700 

14106 1525 

10563 6500 

25188 15500 

19256 11850 

17469 10750 

19906 12250 

55859 34375 

151125 93000 

35384 21775 

5931 3650 

9628 5925 

11091 6825 

13081 8050 

5500 2750 

31500 14000 

28266 12563 

44438 19750 

93516 41563 

129375 57500 

17438 7750 

8269 3675 

9169 4075 

15234 4875 

20156 6450 

39375 12600 

12344 3950 

25156 8050 

56 



Table 3. - Grouping table and initial parts scheduling for cutting bill 6 using Method 2. 

Grouping I Grouping 2 

Part type Part no. Width Length Priority Part no. Width Length Priority 

Panels 

Solids 

2 

3 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

2.0000 27.5000 

1.6250 36.5000 

2.2500 36.7500 

2.2500 40.7500 

1.6250 39.5000 

1.6250 13.0000 

1.6250 45.5000 

3.1250 39.5000 

1.6250 80.5000 

3.1250 16.2500 

2.2500 31.0000 

for cutting bill 6), and a total sorting ca­
pacity of 14. For a sorting capacity of 
this size, all 3 panels and 11 solids 
would be processed at once. The group­
ing method begins with a blank spread­
sheet. Parts are then placed into the 
spreadsheet starting at the leftmost col­
umn starting with the lowest priority 
value and moving down the column in 
ascending order of priority value. As the 
cells are filled, parts are placed in col­
umns to the right. When viewing the 
completed part priority table (Table 3), 
the reader will notice that the panel and 
solid areas of the table are simply filled 
with part sizes in order by their priori­
tized value. Table 3 presents a grouping 
spreadsheet based on the second method 
(Priority = Width Length Quantity) of 
calculating priorities. The part number 
columns indicate the sequence in which 
parts were added to the table. The high­
lighted parts are those in the initial cut­
ting schedule. Although the strategy 
generated initial cutting bill schedules 
with a good mix of selected part lengths, 
we did not endeavor to determine if the 
strategy generated an optimal solution. 
The only concern was whether the three 
prioritization methods used with the se­
lection methodology produced different, 
reasonable solutions where a mix of part 
lengths were selected for initial process­
ing. Further research is needed to de-

1 For significant effects, Tukey's test for pairwise 
comparisons was conducted to examine differ­
ences in factor levels. 

57 

5500 12 

5931 13 

8269 14 

9169 15 

9628 16 

10563 17 

11091 18 

12344 19 

i308i 20 

15234 21 

17438 22 

- - - - - - (in.) - - - - - -

1.6250 

1.6250 

1.6250 

3.1250 

21.5000 

19.7500 

24.5000 

21.5000 

17469 

19256 

19906 

20156 

1.12so -•• so.)B?Pt::> islsii 
.l_:§iso ··•· t~:fHgP:X. 2s"t8s · 
.•. 2.2.sooii • · {6:7$00 • .. · 2.8.266 . 

.• .. f 2500\ ( 14.d®b.?),3]?d6 '. 
i }62,5Q ! ·•• 33:5000 ' · '35384° 

•: !1Ii~i-\i;f ft~1~t.!t1l~!t~i 
velop an algorithm for selecting an opti­
mal initial part selection from a cutting 
bill. 

As part requirements are met during 
processing, parts are replaced by a static 
strategy that replaces parts with the next 
closest part length within the same 
width. If there are no remaining parts in 
that width, then the scheduler selects a 
part from the next closest width and 
length. This is RR2's default part sched­
uling operation and is similar to meth­
ods used in the secondary wood prod­
ucts industry. 

Each cutting bill, sorting capacity, and 
scheduling method was processed using 
four different grade mixes: 50 percent 
FAS and 50 percent 1 Common, 100 
percent I Common, 50 percent 1 Com­
mon and 50 percent 2A Common, and 
100 percent 2A Common. These grade 
mixes were randomly sampled from the 
1998 Databank for Kiln-Dried Red Oak 
Lumber (Buehlmann et al. 1998) using 
the Makefile random sampling program 
(Thomas 1999). The red oak lumber 
databank is graded to 1998 National 
Hardwood Lumber Association 

(NHLA) rules (NHLA 1998). Three 
random lumber samples from each 
grade mix were generated and used in 
the analysis. Each cutting bill, sorting 
capacity, and scheduling method was 
run three times each on each grade mix. 
For each of the runs, the datafile was 
randomly sorted such that a different se­
quence of lumber would be processed 
each time. A total of 1,945 simulations 

Grouping 3 

Part no. Width Length Priority 

23 

24 

25 

26 

- - - - - - (in.) - - - - - -

using the RR2 program were performed. 
While most of the analyses required 
more than 1,000 boards, the minimum 
number ofboards used by any of the cut­
ting bills was 304. With samples of these 
sizes, we avoided potential bias due to 
small lumber samples as discussed in 
Buehlmann et. al. (1997). 

Statistical analysis 
The initial analysis of the simulation 

data began as a four-way analysis of 
variance (ANOVA). Model selection 
was conducted using the Proc GLM pro­
cedure in SAS (SAS 2000). The four 
factors under consideration were cutting 
bill, sorting capacity size (the number of 
part sizes simultaneously processed), 
grade mix, and part scheduling method. 
Although there are identical sorting ca­
pacity sizes for the cutting bills, they are 
not intrinsically the same. This is due to 
the fact that the sorting capacity sizes 
are drawn from different cutting bills 
that have different numbers of parts. As 
an example, consider two cutting bills, 
one with 30 parts and one with 15 parts, 
and a sorting capacity size of 12 part 
sizes. The cutting bill with 30 part sizes 

will always have more potential initial 
part selections than the one with 15 part 
sizes. Because of this relationship, sort 
capacity size was nested within cutting 
bill for the analysis. 1 

Results and discussion 
To examine the effect of grade mix 

on cutting bill yield, let us consider the 
yields when the sorting capacity is 
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Figure 1. - Mean cutting bill yields by lumber grade mix. 

Cutting Bill 1 CuttingBill2 

10 12 14 16 17 10 12 14 16 
10 10 

12 12 
14 14 
16 16 
17 

Cutting Bill4 CuttingBillS 

10 12 14 16 10 12 14 16 18 20 
10 JO 
12 12 
14 14 

16 16 
18 
20 

Cutting Bill7 Cutting Bill 8 

10 12 14 16 10 12 14 16 18 20 22 24 

10 10 
12 12 
14 14 
16 16 

18 
20 
22 
24 
26 

•2A 

1150% 1C 50% 2A 

o1C 

050% FAS 50% 1C 

equal to the number of cutting bill parts 
(Fig. 1). A consistent yield improve­
ment occurred when progressing from 
the lowest to the highest quality grade 
mix. The lowest yield was 37.7 percent 
with cutting bill 5 using the 100 percent 
2A Common lumber sample. The high­
est yield observed was 73.2 percent with 
cutting bill 6 using a sample of 50 per­
cent I Common and 50 percent FAS 
lumber. The requirements of cutting bill 
6 were Jess difficult compared to the 
other cutting bills. In addition, cutting 
bill 6 consistently achieved the highest 
yields of all cutting bills for all grade 
mix groups. Table 2 lists the part re­
quirements of cutting bill 6. No cutting 
bill consistentiy obtained the iowest 
yields for all grade mixes. 

During model selection, the part 
scheduling methodology, the process by 
which parts were prioritized and se­
lected for scheduling, proved to be non-

Cutting Bill 3 
10 12 14 16 18 20 21 

10 
12 
14 
16 
18 
20 
21 

Cutting Bill6 
10 12 14 16 18 20 22 24 26 28 29 

10 
12 
14 
16 
18 
20 
22 
24 
26 
28 
29 

CuttingBill 9 
26 IO 12 14 16 18 20 22 24 26 28 29 

10 
12 
14 
16 
18 
20 
22 
24 
26 
28 
29 

Figure 2 . - Statistically similar sorting capacity means for each cutting bill. 
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Cutting Bill 1 
Cutting Bill 2 
Cutting Bill 3 
Cutting Bill4 
Cutting Bill 5 
Cutting Bill6 
Cutting Bill 7 
Cutting Bill 8 
Cutting Bill 9 

10 12 14 16 18 20 22 24 26 28 30 

Sort Capacity Size 

Figure 3. - Cutting bill yield improvement by sorting capacity size. 

significant (p<82) and was removed 
from the model. The final model was: 

Part yield = f (cutting bill, sorting ca­
pacity (cutting bill), grade mix, cutting 
bill grade mix) 

Thus, the earlier stated goal of using 
neutral part scheduling methods (i.e. , 
ones that did not perform exceptionally 
bad or good) was achieved. Thus, the re­
sults of the study are primarily focused 
on sort capacity. 

This model explained a substantial 
portion of the data variation (r = 0.99). 
As expected, the interaction term of cut­
ting bill * grade mix was significant at p 
< 0001. Since this interaction term was 
significant, the main effects of grade 
mix and cutting bill were not considered 
separately. Thus, for the cutting bills in 
this study, the potential yield gains must 
be examined within the context of a se­
lected lumber grade mix. This is logical 
when you consider the difference in pro­
cessing a high-quality lumber grade 
such as FAS and a lower quality grade 
like 2A Common. Consider a cutting 
bill primarily composed of large (wide 
and long) part sizes. This type of cutting 
bill would benefit more from being pro­
cessed with a high-quality lumber grade 
such as FAS rather than a lower quality 
grade like 2A Common, as compared to 
a cutting bill composed of many small 
parts. 

The nested effect of sorting capacity 
within a cutting bill was significant. 
Within at least one cutting bill, one or 
more sorting capacities led to signifi­
cantly different mean yield. The tables 

59 

in Figure 2 indicate statistically similar 
mean yields by sorting capacity size for 
each cutting bill (p < 0.05). In the case of 
cutting bill 2, all four sorting capacity 
sizes resulted in statistically similar part 
yields. In the case of cutting bill 1, yields 
from sorting capacity sizes of 10 and 12 
were not similar to those from other ca­
pacity sizes ( e.g., 14, 16, or 17). This 
means that for a cutting bill like number 
2, yield is not influenced by the fact that 
10, 12, 14, or all 16 part sizes are cut at 
once. It must be noted that the yield of a 
sorting capacity size for one cutting bill 
is not directly comparable to that of an­
other cutting bill for the same sorting ca­
pacity size due to the wide variety in cut­
ting bill requirements. 

Figure 3 shows the mean yields by 
sorting capacity size for the nine cutting 
bills. Solid lines connect sorting capac­
ity sizes where a significant yield im­
provement was realized from one level 
to the next. Dashed lines connect sorting 
capacity sizes with no statistically sig­
nificant yield change. With the excep­
tion of cutting bills 2 and 4, statistically 
significant higher yields were realized 
as sorting capacity sizes increased to 14 
parts. In the case of cutting bill 4, the 
sorting capacities of 10 and 12 were sta­
tistically similar. However, as sorting ca­
pacity was increased to 14 and 16 sizes, 
the yields were significantly higher. In­
creasing the sorting capacity size from 
10 to 14 resulted in average yield gains 
of 1.9 percent over all nine cutting bills. 
For five of the nine cutting bills, signifi­
cantly higher yields were experienced as 

the sorting capacity increased to 16 part 
sizes. Here the average yield gain was 
2.6 percent compared to the 10 part size 
sorting capacity. In most cases, signifi­
cant higher yields were not discerned 
when the sorting capacity size was in­
creased beyond 18 to 20 part sizes. For 
the 18 and 20 part sorting capacity sizes, 
the average yield gains leveled off to 2.8 
and 2.9 percent, respectively, compared 
to the 10 part capacity. 

However, the three cutting bills with 
the greatest number of different part 
sizes, cutting bills 6, 8, and 9, had signif­
icant yield improvements as the sorting 
capacity size increased to 22 part sizes. 
The average yield improvement for 
these three cutting bills was 0.5 percent; 
comparing the sorting capacity yields of 
22 to 18 part sizes (significant at the 
0.95% level). Because these cutting bills 
have a balanced distribution of part re­
quirements, this improvement can most 
likely be attributed to the greater num­
ber of different part sizes ( optimization 
choices) available. 

The influence of grouping different 
solid and panel parts to individual cut­
ting bills was not addressed in this paper. 
The hypothesis was: can yield be in­
creased by more efficient initial part se­
lection and replacement algorithms 
without adding sorting capacity to a 
rough mill? Theoretically, no scheduling 
system can completely offset the benefit 
of increased choice (e.g., increased 
number of sorting bins) for yield optimi­
zation. However, smart-grouping algo­
rithms could potentially mimic an in­
creased number of sorting bins by 
decomposing individual part require­
ments into several batches . The goal ofa 
smart-grouping strategy would be to se­
lect an initial group of parts that have the 
greatest range possible of lengths for 
each width processed. During process­
ing, the algorithm would actively man­
age the part sizes available for cutting 
such that as wide a range as possible of 
part sizes was always being processed at 
the same time. 

Six of the cutting bills examined in 
this study achieved their optimum yield 
when 18 or fewer part sizes were pro­
cessed at once (cutting bills 1, 2, 3, 4, 5, 
7). This is not to say that yield decreased 
when sorting capacity was increased 
above 18 sizes. Rather, no significant 
yield improvement was observed due to 
the increased sorting capacity. Three 
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cutting bills produced an additional 0.39 
to 0.52 percent using a sorting capacity 
of22 part sizes (bills 6, 8, 9) (significant 
at the 0.95% level). Most cutting bills 
classified as difficult or medium-diffi­
cult to process (cutting bills 4, 5, 7) and 
those bills with larger numbers of part 
sizes (cutting bills 6, 8, 9) showed the 
greatest yield improvement as sorting 
capacities increased to 16 or more part 
sizes. Clearly, above a certain level, the 
benefit of additional sorting capacity di­
minishes until no significant yield in­
crease is detectable. In most cases, this 
point of diminishing return is around 18 
to 20 part sizes, slightly less if the cut­
ting bills processed are considered easy 
to process. 

Sorting capacity size has a significant 
impact on rough mill yield. For each 
rough mill, one would assume that the 
question of how many sorting bins to in­
stall is governed by economics. As this 
study demonstrates, yield gains ofup to 
5 percent are achievable by expanding 
the sorting capacity of an existing rough 
mill from 10 to 16 bins. Kline et al. 
(1998) estimates a savings of up to 
$300,000 for every 1 percent yield in­
crease achieved in the rough mill. Con­
sequently, mill operators may want to re­
visit their sorting bin capacity decision 

9436 P & P: An important factor that 
contributes to the efficiency of process­
ing dimension parts is the size of the 
sorting capacity, i.e., the number of dif­
ferent part sizes that can be processed at 
once. Intuition tells us that the more 
lengths we have to choose from the 
greater the chance of completely filling 
the area between defects and strip ends. 
However, the question remains, how 
much sorting capacity is needed to ob­
tain near optimal yields. This paper an­
swers this question and examines the im­
pact different sized sorting capacities 
have on yield for four grade mixes and 
nine cutting bills from industry using the 
ROMI-RIP 2.0 Rough Mill Simulator. 

to ensure that their rough mill operates 
with the most economical number of 
sorting bins. ROMI-RIP 2.1 will allow 
rough mill operators to assess this ques­
tion by inputting their system capabili­
ties and their typical cutting bills for 
analysis. 

The ROMI-RIP 2.1 Rough Mill Sim­
ulator used in this study is available free 
upon request. To obtain a copy contact: 
Ed Thomas, USDA Forest Service, For­
estry Sciences Lab., 241 Mercer Springs 
Road, Princeton, WV 24 740; 
ethomas@fs.fed.us; 304-431-2324; Fax 
304-431-2772. 
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