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I. What Plot-GEM does— Plot-GEM creates two plots that provide insight into the increase in the accuracy of estimates of the mean as sampling intensity is increased. The first graph plots percent error of the estimate of the mean of a forest attribute (e.g., basal area, cubic foot volume) as a function of sampling intensity. This plot can be used to determine the sample size necessary to achieve a desired accuracy for the estimate of a mean. The second graph is a plot of the confidence interval around the estimate of the mean. The lower bound, point estimate, and upper bound appear as functions of sampling intensity. An individual stratum can be specified so that these plots are specific to the estimate of the mean in the specified stratum. The bootstrap algorithm this Applet uses is especially well suited to plot data (e.g., FIA, FHM) because it makes no assumptions about the complicated correlation structure among primary sampling units and subplots. 

II. How Plot-GEM does it— Plot-GEM generates the percent error using a bootstrap technique. For example, suppose there are N PSU's with K subplots per PSU, and the user wishes to run b simulations per sampling intensity. For a specific sampling intensity n, the bootstrap technique generates a new random data set of size n*K. It does this by randomly selecting n PSU's from the N total PSU's with replacement. Then for each of the n randomly selected PSU's, K subplots are selected from the K total subplots with replacement (if missing subplots are selected, then these subplots will be missing in the new random sample). The mean of these n*K subplots is then calculated. This process is done b times, resulting in b means. The percent error of the estimate of the mean is derived by dividing the standard error of the mean by the grand mean and multiplying by 100:
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is the grand mean (mean of the b sample means) and [image: image5.png]


is one of the sample means (mean of n*K subplot observations). This process is repeated for many sampling intensities (n) to create the plot of percent error as a function of sampling intensity (n). During the process of calculating the percent error, the confidence interval for the estimate of the mean can be constructed with minimal additional computational effort. At each sampling intensity, the b sample means are ordered from smallest to largest. The 100*(alpha/2)th percentile is the 100*(1-alpha)% confidence interval lower bound, [image: image6.png]


is the point estimate of the mean, and the 100*(1-alpha/2)th percentile is the 100*(1-alpha)% confidence interval upper bound. For further reading on the bootstrap technique consult An Introduction to the Bootstrap by Bradley Efron and Robert J. Tibshirani (Chapman & Hall/CRC, 1993).

III. Running Plot-GEM— This section of the document outlines the steps involved to use Plot-GEM. These steps include (1) pasting the data into the text area at the bottom of the applet, (2) filling in the bootstrap parameters in the upper right part of the applet, (3) running the simulations, and (4) examining the results for different attributes. References to the following diagram will be made throughout Sections III and IV of this document. The labels (a) through (v) in the diagram correspond to the red text found in the document. 
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A. SELECTING AND ENTERING THE DATA SET—The first step in using Plot-GEM is selecting an appropriate data set. Plot-GEM has been designed to look at plot data (e.g. FIA, FHM) that includes a large number of primary sampling units (PSU's) and a small, fixed number of subplots per PSU. Each subplot should have one observation for every forest attribute (missing values are valid, see Section III.C.2). Typically, the subplots should be categorized as belonging to a certain stratum (all the subplots can belong to a single stratum if differentiation among strata is of no value). To input the data set into Plot-GEM, open the data set in a text editor such as WordPad. Highlight the entire data set (in WordPad this can be done by pressing Ctrl-A). Press Ctrl-C to copy the data to the clipboard and then return to Plot-GEM. Left-click on the text area at the bottom left of the applet (a) and then press Ctrl-V to paste the data into the applet.

B. INPUT DATA FORMAT

	Column
	Type
	Format

	1
2
3
.
.
.
N+2
	PSU ID (required)
Stratum Name (required)
Values for attribute 1

.
.
.

Values for attribute N
	Non-negative Integer
Text String
Non-negative Real Number

.
.
.

Non-negative Real Number


C. RULES FOR INPUT DATA—The input data must conform to the following constraints. If they do not, question marks will appear in the [Number of Subplots per PSU = ] text field (c). Plot-GEM attempts to catch all possible mistakes, but it may not be completely successful. Thus, it is recommended that a preliminary bootstrap be done with a very small number of simulations (i.e. 10). If Plot-GEM runs for more than 10 to 30 seconds, a problem likely exists with the data or input parameters. If there is a problem and the applet appears to run and run without doing anything, there are two ways to start over. First, try depressing the Ctrl key while left-clicking on the [Refresh] icon (v). Use Ctrl key for MS Internet Explorer; for Netscape Navigator depress the Shift key while left-clicking the [Reload] icon. If this does not work, close the web browser window and then re-open the applet in a new web browser window. To see examples of correctly formatted data sets, look at the sample data sets in Section V of this document. 

1. Data must have the format indicated in Section III.C of this document.

2. Data must have a comma after every value except for the last column. This is the same as exporting a Microsoft Excel file as a .csv file.

3. Missing values are okay as long as there are comma separators. Missing values may also be coded as -1.

D. READING THE DATA SET—After the data have been pasted into the input text area (a), a few input parameters must be set.

1. [Column names present?] check box (b) must be checked if the input data have column names. If the data do not have column names then the check box must not be checked.

2. [Number of Subplots per PSU = ] text field (c) is the number of subplots per PSU. There must be at least one subplot per PSU. If Plot-GEM determines that one or more of the PSU's contains more subplots than are specified by this text field "???" will appear in the text field and Plot-GEM will be unable to continue.

3. After the data have been pasted into the input text area (a) and these two input parameters have been set, left-click the [Read Data] button (c). The cursor will turn into an hourglass while the data is being read. This process can take several seconds. Once the data have been read, they will not need to be read again until a new data set is entered or the web page with the applet is exited.

4. To clear the input text area (a) in preparation for a new data set, left-click the [Clear Data] button (e). Warning: clearing the input text area will also clear the graphs and other output.

E. SETTING THE BOOTSTAP PARAMETERS

1. [Minimum Sampling Intensity = ] text field (f) is the minimum sampling intensity (number of PSU's) to be examined. The minimum sampling intensity must be an integer greater than or equal to 1. Plot-GEM is capable of handling sampling intensities from 1 to 10,000 PSU's.

2. [Maximum Sampling Intensity = ] text field (g) is the maximum sampling intensity (number of PSU's) to be examined. The maximum sampling intensity must be an integer greater than or equal to the minimum sampling intensity specified in the [Minimum Sampling Intensity = ] text field (f). Plot-GEM is capable of handling sampling intensities from 1 to 10,000 PSU's.

3. [Sampling Intensity Step Size = ] text field (h) is the interval between calculations of percent error. Sampling Intensity Step Size should usually be an integer greater than or equal to 1. Typically, the step size should be smaller than the difference between the minimum and maximum sampling intensity (but this is not a requirement). The sampling intensity may be zero if and only if the minimum sampling intensity (f) equals the maximum sampling intensity (g).

4. [Number of Simulations = ] text field (i) is the number of samples per sampling intensity (i.e., b in Section II of this document). The number of simulations must be an integer greater than or equal to 2. Experimentation has shown that 100 simulations can be sufficient to generate a reasonably smooth curve. Plot-GEM is capable of handling up to 10,000 simulations per sampling intensity.

5. [Acceptable Percent Error = ] text field (j) is the criteria for the acceptable error of the estimate of the mean. The acceptable percent error must be a non-negative integer. Plot-GEM will indicate at which sampling intensity the estimate of the mean for each forest attribute reaches this accuracy (r).

6. [CI Confidence Level (1-alpha) = ] text field (k) is the confidence level for the confidence interval around the mean. The lower bound, point estimate, and upper bound of the confidence interval will be plotted as a function of sampling intensity (p). The confidence level should be a real number between 0 and 1 (e.g. .95 for a 95% confidence interval). The confidence level is the same as one 1-alpha.

7. [Stratum = ] pull-down menu (l) is the specific stratum to examine for the current bootstrap simulation.

8. [Attribute = ] pull-down menu (m) is the specific attribute to display the percent error graph. If the input data set contained a row of column headings, then the attribute names will appear as options in the pull-down menu. If the input data set did not contain a row of column headings, then numbers 1 through the number of attributes will appear as options in the pull-down menu.

F. PERFORMING THE SIMULATIONS—After the data have been pasted into the text area at the bottom of the applet and the bootstrap parameters have been changed to the desired settings, left-click the [Plot Curves] button (n). The cursor will change into an hourglass while the simulations run. The simulation process may take from 10 seconds up to several minutes depending on the sampling intensity range, the number of simulations performed at each sampling intensity, and the size of the input data set. When the simulations are complete the cursor will change back into an arrow. The selected curves (p) will appear in the graphs on the right side of the applet (o) and (q); the sample size text fields under the graphs (r), (s), and (t) will fill with numbers and "na's" (which stand for "not applicable"); and the output text area (u) with fill with descriptive statistics and confidence interval information.

G. CHANGING THE BOOTSTRAP PARAMETERS 

1. The results for the different attributes (m) can be examined without running another bootstrap simulation. The acceptable percent error (j) can also be changed without running another bootstrap simulation. To examine the results of changes in either of these values, simply delete what is in the input field and type in the new values. Left-click on the [Plot Curves] button (n). The corresponding graphs will be drawn on the right side of the applet (o) and (q); the corresponding sample sizes will appear in the sample size text fields (r), (s), and (t); and the output text area (u) with fill with descriptive statistics and confidence interval information.

2. If the minimum sampling intensity (f), maximum sampling intensity (g), sampling intensity step size (h), number of simulations (i), the confidence level (k), or stratum of interest (l) are changed, then a new bootstrap simulation will be performed. 

IV. Interpreting the results—This section details each component of the applet output and explains their interpretation. 

A. PERCENT ERROR GRAPH—When the bootstrap process has completed, two graphs will appear in the upper right-hand corner of the applet. The graph on the left is the graph of percent error as a function of sampling intensity (o). Up to four curves can be displayed on this graph. Each of these can be toggled on/off using the check boxes (p) under the graphs. 

1. The black curve is the percent error plotted at the sampling intensities set by the input parameters.

2. The blue curve is a smoothed version of the black curve. The blue curve is the result of applying a fourth order moving average to the black curve and then forcing it to be monotonic. The blue curve is necessary to calculate the minimum sample size needed to achieve the specified level of accuracy (where the blue curve and red curve intersect).

3. The green curve is the asymptotic approximation of the black curve. It takes the percent error calculated at the largest sampling intensity and extrapolates backwards to the smaller sampling intensities by multiplying by the square root of the largest sample size and dividing by the square root of the smaller sample size.

4. The red curve is a horizontal line that represents the acceptable percent error that was set in the [Acceptable Percent Error = ] text field (j).

B. CONFIDENCE INTERVAL GRAPH—When the bootstrap process is complete, two graphs will appear in the upper-right hand corner of the applet. The graph on the right is the graph of the confidence interval about the mean (q) as a function of sampling intensity. One or two sets of curves can be displayed on this graph. These can be toggled on/off using the check boxes (p) under the graphs. 

1. The black curves are the values for the lower bound, point estimate, and upper bound for the confidence interval of the mean (the confidence level of this interval is specified by the [CI Confidence Level (1-alpha) = ] text field (k)). The lower bound will always be smaller than the point estimate, which will always be smaller than the upper bound.

2. The blue curves are smoothed versions of the black curves. The blue curves are the result of applying a fourth order moving average to the black curves (but not forcing monotonicity). Using the check boxes (p), the black curves and/or the blue curves can be displayed. 

C. THE SAMPLE SIZE TEXT FIELDS—When the bootstrap process is complete numbers will appear in the text fields below the graphs.

1. The first text field is the minimum sample size needed to achieve the desired level of acceptable error for each and every forest attribute (r). This is where the red and blue curves intersect for each forest attribute. A sample size of "na" appears if the percent error is always greater than the acceptable percent error. If the percent error is always less than the acceptable percent error, then the value for the smallest sample size appears (determined by the input parameter [Minimum Sampling Intensity = ] (f)).

2. The second text field is the minimum sample size needed to achieve the desired level of acceptable error for the current forest attribute of interest (s) (determined by the input parameter [Attribute = ] (m)).

3. The third text field is the minimum sample size needed to achieve the desired level of acceptable error for all the forest attributes (t). This is the same as the maximum of the values from the first text field (r). If any of the sample sizes in text field (r) are "na", then this text field will also have an "na".

D. THE OUTPUT TEXT AREA—When the bootstrap process is complete, the output text area (u) at the bottom right of the applet will fill with information.

1. Descriptive statistics appear at the top of the text area. These statistics only apply to the current attribute (m) in the current stratum (l). The first column of descriptive statistics contains the minimum value of the attribute (Min), the first quartile of the attribute values (Q1), the median attribute value (Median), the third quartile of the attribute values (Q3), and the maximum attribute value (Max). The second column of descriptive statistics contains the number of subplots (N), the mean attribute value (Mean), the standard deviation of the attribute (StDev), and the inter-quartile range of the attribute values (IQR). Warning: it is important to note that these statistics assume that the attribute values for each subplot are independent and identically distributed. This is probably not a valid assumption in the plot data scenario.

2. Below the descriptive statistics additional output appears. This information is the same as what is displayed in the above graphs (o) and (q). The first column of numbers is the sampling intensity (measured in PSU's) (SI). The second column of numbers is the percent error of the estimate of the mean of the forest attribute (%error). These values are represented by the black curve in the percent error graph (o). The third, fourth, and fifth columns of the output are the lower bound (LB), point estimate (EST), and upper bound (UB) for the confidence interval about the mean respectively. These values are represented by the black curves in the confidence interval graph (q). 

V. Sample data sets 

A. Sample data set 1—Column headings are present and the number of subplots/PSU=4.

B. Sample data set 2—Column headings are present and the number of subplots/PSU=4.

C. Note: The default simulation parameters are set for sample data set 1. The default percent error curves and confidence interval curves correspond to the strata defined by cover type = Douglas Fir, size class = greater than 9", density class = 25-65% and the forest attribute mean live basal area per acre.

VI. Compatibility— This applet was developed with the intent that it be used with the Microsoft Internet Explorer web browser. It has been tested successfully using Microsoft Internet Explorer versions 5.5 and 6.0 and Netscape Navigator version 6.2. It will not run in Netscape Navigator version 4 or older. Free downloads of the latest versions of Microsoft Internet Explorer and Netscape Navigator are available at their respective websites.

VII. Download Plot-GEM Components 

A. Entire Plot-GEM Library—This .zip archive contains all the files necessary to run Plot-GEM (including the sample data sets and instructions). Thus, Plot-GEM can be run locally without an Internet connection. To do this, download this archive to a PC hard drive (note the location where the archive is saved). Then unzip the archive. If WinZip is installed on the PC, right-click on the archive and then select the option [Extract to...] (an evaluation version of WinZip can be downloaded at the www.WinZip.com). Indicate where to save the files and then press the [Extract] button. This will create the sub directory all_plotgem in the specified directory. To run Plot-GEM, open the file named all_plotgem/index.html with a web browser.

B. Plot-GEM Source Code—This .zip archive contains the eight .java files necessary to run Plot-GEM. Among these files are the codes for setting up the Graphic User Interface (GUI), running the bootstrap algorithm, smoothing the curves, and plotting the curves. These files are intended for use by JAVA programmers and/or statisticians to aid them in better understanding the algorithms.

C. Plot-GEM Compiled Code—This .jar archive contains the .class files that result from compiling the source code. These can be used to install Plot-GEM on another website. These files are intended for use by JAVA programmers and web developers.

D. Microsoft Word Version of Documentation—This word document contains all the information found on this web page but in a printer-friendly MS Word format.

VIII. Additional Help— Direct further questions to Andy Leach (aleach@fs.fed.us) at the Inventory & Monitoring Institute in Fort Collins, Colorado.

