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Quantifying the Extent of and Factors Associated with the
Temporal Variability of Physical Stream Habitat in
Headwater Streams in the Interior Columbia River Basin

Robert Al-Chokhachy,*! Brett B. Roper, and Eric K. Archer
U.S. Forest Service, Forestry Science Laboratory, 860 North 1200 East, Logan, Utah 84321, USA

Scott Miller

Bureau of Land Management—Utah State University National Aquatic Monitoring Center,
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Abstract

The quality and quantity of stream habitat can have profound impacts on the distribution and abundance of

aquatic species. Stream networks, however, are dynamic in their response to natural- and human-induced disturbance
regimes, which results in spatially explicit patterns of temporal variability. Quantifying spatial patterns in habitat
(temporal) variability across different sites and identifying those factors associated with different levels of variability
are important steps for stream habitat assessments. We evaluated the temporal variability in stream habitat over
a 9-year period for 47headwater streams of the interior Columbia River basin. We used repeat-measures analyses
to calculate temporal variability as root mean square error for six habitat attributes at each site. Multiple linear
regression analyses with root mean square error as the response were then used to quantify which landscape, climate,
and disturbance attributes were associated with different levels of temporal variability among habitat attributes. Our
results indicated a considerable range of temporal variability in physical stream attributes across sites and an almost
fourfold difference in the overall variability at sites. Landscape factors affecting stream power, land management
activities, and recent fire regimes were all factors associated with the different levels of temporal variability across
sites; surprisingly, we found little association with the different climatic attributes considered herein. The observed
differences in temporal variability across sites suggest that a ““one-size-fits-all’’ approach to monitoring stream habitat
in response to restoration and management activities may be misleading, particularly in terms of sampling intensity,
required resources, and statistical power; thus, in situ measures of temporal variability may be required for accurate

assessments of statistical power.

The important influence of physical habitat on the dis-
tribution and abundance of stream biota is well documented
(Southwood 1977; Minshall et al. 1983; Riley and Fausch
1995). Consequently, quantifying the status and trends of stream
habitat is critical for understanding the factors that potentially
limit populations (Nickelson and Lawson 1998), for quantifying
restoration effectiveness (Bernhardt et al. 2005), for determin-
ing how land management activities impact stream ecosystems
(Kershner et al. 2004b), and for directing future management

plans and restoration efforts (Burnett et al. 2007). However,
robust evaluations of habitat status and trends can be diffi-
cult as multiple sources of variability can impede our ability
to accurately evaluate the structure of stream habitat (Larsen
et al. 2004). As such, identifying and minimizing sources of
variability are important steps in the design of effective mon-
itoring efforts and in generating expectations of the statistical
power to detect changes (Urquhart et al. 1998; Larsen et al.
2001).
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Much of the focus in habitat monitoring has addressed vari-
ability associated with sampling error, site-to-site differences,
year effects, and site x year interactions. Numerous efforts
have identified sampling error as a significant source of vari-
ability in habitat assessments (Kaufmann et al. 1999; Whitacre
et al. 2007). Sampling error can vary considerably across stream
habitat attributes, and selection of those habitat attributes (and
protocols) that exhibit low levels of sampling error can reduce
variability and improve the power to detect changes in physi-
cal habitat (Roper et al. 2010). Recent efforts have illustrated
the need for repeated sampling of the same monitoring sites
through time, as high site-to-site variability can limit infer-
ences of change in habitat structure over relevant time frames
(Urquhart et al. 1998; Larsen et al. 2004; Anlauf et al. 2011).
Year effects (or other relevant time frames) are changes in habi-
tat structure that result from yearly climatic patterns (e.g., pool
scour during floods; Lisle and Hilton 1999) but do not neces-
sarily result from the particular action of interest (e.g., channel
restoration; Larsen et al. 2001). In general, year effects tend
to be relatively insignificant across large spatial scales as cli-
mate patterns can vary within and across different ecoregions;
however, year effects may be considerably higher for smaller
regional analyses (Urquhart et al. 1998). Finally, site x year
interactions can also result in substantial sources of variability
as sites can respond differently to yearly climate patterns due to
inherent site-specific characteristics (Larsen et al. 2001). Larsen
et al. (2004) observed considerable site x year interactions, sug-
gesting that sites may change differentially through time due to
inherent differences in landscape characteristics (e.g., slope of
watershed) and climate patterns.

Despite rigorous assessments of stream monitoring designs
and approaches (e.g., Kaufmann et al. 1999; Larsen et al. 2004),
few efforts have evaluated how the temporal variability of stream
habitat differs across sites. It is surprising that there have been
relatively few assessments of the temporal variability of stream
habitat, particularly given our understanding of the dynamic na-
ture of stream networks (Giberson and Caissie 1998; Woodsmith
et al. 2005). Yearly changes in habitat structure (i.e., temporal
variability) can substantially affect our ability to accurately and
precisely detect relevant changes in habitat status over time
(Larsen et al. 2001). Thus, interactions between climate and
geomorphic context suggest that even spatially proximate sites
experiencing similar climate patterns may differ in their amounts
of temporal variability due to inherent geomorphic characteris-
tics (e.g., gradient).

The ability to differentiate temporal variability from other
aspects of residual error, such as sampling error (e.g., Larsen
et al. 2004), will have important implications for sampling de-
sign at any given site (Gibbs et al. 1998). Therefore, under-
standing which landscape attributes, climatic patterns, and dis-
turbances influence the temporal variability of habitat attributes
across sites is an important step in identifying our expectations
of monitoring (e.g., the power to detect change). The overar-
ching goals of the present study were to quantify the levels

of temporal variability across sites and to provide insight into
the processes that cause streams to change over the short time
scales associated with most monitoring efforts (i.e., 1-10 years;
Marsh and Trenham 2008). To achieve these goals, we used a
O-year, spatially explicit data set to accomplish the following
objectives. First, we estimated the total variance at sites and de-
composed this variance into site, year, and residual components
to better understand the relative importance of each component.
Next, we quantified the temporal variability of different stream
habitat attributes observed across sites to provide insight into
how much this component varies. Finally, we evaluated which
site-specific landscape, climate, and disturbance attributes were
associated with higher levels of temporal variability in stream
habitat across sites as a means to better understand how these
factors may influence year-to-year changes in stream habitat.

METHODS

Study Site and Sampling Design

As part of a larger overall stream habitat monitoring project
(see Kershner et al. 2004a for specific details), we collected
yearly habitat data (2001-2009) at 47sites within the interior
Columbia River basin to evaluate temporal patterns in physical
stream habitat (Figure 1). The sites were located in watersheds
that were randomly selected from a set of watersheds spatially
balanced across the landscape; this larger set of watersheds
had also been randomly sampled from our study area (see Al-
Chokhachy et al. 2010 for specific study design). Within each
watershed, we selected the lowermost low-gradient site (gra-
dient <3% based on visual observation) occurring on federally
managed land, where the catchments upstream of each site were
primarily (>50%) under federal management (Bureau of Land
Management [BLM] or U.S. Forest Service [USFS]). As a re-
sult of these criteria, the size of the watershed upstream of each
site (i.e., catchment) varied considerably across sites (range =
10.1-110.0 km?). We focused our efforts on low-gradient sites
as these areas are thought to be more sensitive to change un-
der variable sediment and climate regimes (Montgomery and
MacDonald 2002).

Field Sampling

Each year, we sampled sites during base flow conditions be-
tween June and September. To minimize temporal variability
associated with sampling date, we generally (80% of visits)
sampled sites within the same 2-week window each year. At
each site, we collected reach-level (Frissell et al. 1986) habitat
data by using methods implemented by the PacFish—InFish Bi-
ological Opinion Effectiveness Monitoring Program (Kershner
et al. 2004a), and site lengths were determined as 20 times the
bank-full width.

In addition to our yearly sampling events, we also conducted
within-year sampling at a subset of our sites to obtain measures
of sampling error. We randomly selected 17 of our sites to be
resampled within the same year in 2003, and we randomly
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FIGURE 1. Map of the 47 sample sites in the interior Columbia River basin (see Table A.1 for site names).

selected 17 sites again (with replacement) in 2004. We also
randomly selected the time intervals between initial visits and
repeat-sample visits (median difference between sampling visits
= 6d; range = 1-54d).

During each sampling occasion, we evaluated stream phys-
ical habitat attributes that are important for coldwater fishes of
the Pacific Northwest. At each site, we estimated (1) median
particle size (i.e., dsp) of all substrate particles measured at sys-
tematic transects throughout the site; (2) percent fine sediment
in pool tails, which we measured by using a grid sampling ap-
proach within each pool tail and then averaged across all pools;
(3) average streambank angle, determined from all bank angle
measurements at transects; (4) the total number of pieces of
large woody debris (LWD) exceeding 10 cm in diameter and
Im in length; (5) the percentage of pool habitat at each site
(percent pool); and (6) residual pool depth, a measure of pool
volume estimated as the maximum pool depth minus the pool
tail depth and averaged across all pools (see Al-Chokhachy et al.
2010 for more specific sampling methods). In addition to these

habitat attributes, we also estimated bank-full width and channel
gradient to use as covariates in our analyses, which allowed us
to control for inherent differences in stream power across sites
(Knighton 1998; Kershner et al. 2004b). We measured bank-full
width at each transect and calculated an average over the whole
reach; the gradient of each site was measured by using a site
level and stadia rod.

Landscape Attributes

Climatic patterns (Jorgensen et al. 2009), landscape attributes
(Kershner et al. 2004b), and factors affecting stream power
(Benda et al. 2005) can have profound impacts on the mor-
phology and quality of stream attributes at a given site. Since
stream attributes may be affected by factors at a variety of land-
scape scales (Frissell et al. 1986; Burnett et al. 2006; Feist
et al. 2010), we considered landscape attributes at three spa-
tial scales: (1) the entire catchment; (2) a 90-m buffer on each
side of all streams within the catchment (1:24000-scale National
Hydrography Dataset, U.S. Geological Survey [nhd.usgs.gov];
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hereafter, “buffer scale”); and (3) a 90-m buffer on each side
of all streams 1km upstream from the lower end of each site
(hereafter, “segment scale”).

In our analyses, we initially delineated each scale by using
digital elevation models with ArcGIS version 9.2 (ESRI 2008),
and we considered differences in the soil characteristics, topog-
raphy, land cover, and factors affecting the stream power at each
site. We quantified differences in soil characteristics by comput-
ing a continuous measure of the uniaxial compressive strength
of each lithology type (hereafter, “erosivity”; Cao et al. 2007),
where increasing values of erosivity positively correspond to
the strength of the underlying lithology. At the catchment scale,
we included characteristics related to stream power, including
catchment area, SD of watershed slope, and drainage density.
At the catchment, buffer, and segment scales, we also quantified
the average slope.

Two measures of forested vegetation were quantified at each
scale (LANDFIRE 2008). Specifically, we quantified the per-
centage of land covered in forested habitat (i.e., tree-dominated
vegetation) and also the percentage of canopy cover as a measure
of the extent of woody material in the canopy.

Precipitation is one of the major factors shaping stream
morphology and changes in stream habitat (Jorgensen et al.
2009). To account for differences in precipitation across our
sites, the weighted average (based on area) of all precipita-
tion grids (30-year-average precipitation values, 1971-2000;
PRISM [Parameter-Elevation Regressions on Independent
Slopes Model] Climate Group, Oregon State University
[www.prismclimate.org]) that overlaid each catchment was cal-
culated to obtain an estimate of catchment-specific average
precipitation. In addition to the 30-year average precipitation,
we also calculated the coefficient of variation (CV; 100 x
[SD/mean]) of annual precipitation for each catchment as a
measure of the amount of temporal variability in precipitation
events. Here, we considered annual precipitation as the sum of
the monthly PRISM precipitation data for September—June be-
cause this period occurred outside the range of summer sample
dates across all years and coincided with the time of year at
which most precipitation occurs in our study area.

Next, information regarding land use and disturbance within
each scale was quantified due to the impacts of these ac-
tivities on stream channel and riparian processes (Trombu-
lak and Frissell 2000; Luce 2002; Bakker and Moore 2007).
We compiled grazing allotment boundaries from the USFS
and BLM units within our study area and calculated the
percentage of each scale that contained a grazing allot-
ment. We also calculated the density of roads at each scale
(km/km?) from the USFS Geodata Clearinghouse (1:24000
scale; svinetfc4.fs.fed.us/clearinghouse/index.html).

Finally, we included recent wildfires as a natural disturbance
in our analyses. Large fires can significantly alter and reduce
vegetative cover, result in substantial inputs of sediment to
stream networks, change streamflow dynamics, and cause large
inputs of LWD (Minshall et al. 1997). Despite these potential

impacts of fire, the timing of fire effects on stream networks
and whether such effects occur at all are highly variable (Roper
et al. 2007); therefore, in our analyses we simply quantified the
percentage of each scale that experienced wildfire during each
year from 1995to 2008 (LANDFIRE 2008).

Analyses

Variance decomposition and within-site temporal variability.
—We initially decomposed our variance in a manner similar to
that described by Larsen et al. (2004). However, our model
differed in that we did not include the interaction term in this
model; as such, the model took the following form:

Xij[:M+St[+Yj+Rijk, (1)

where Xjj is the response for the kth visit at site i in year j,
p is the overall mean, St; is the random effect of site i, Y; is
the random year effect, and Ry is the random effect from the
residual variation of sampling site i on the kth visit during year j.
We used this analysis to evaluate how much of the total variance
could be attributed to site variation, year effects, and residual
error, which includes desynchronous yearly variation or site x
year interactions and sampling variability (i.e., both sampling
error and within-year variability; see Table 1 of Larsen et al.
2004). We did not formally separate sampling variability from
desynchronous yearly variation as we were unable to conduct
within-year sampling at each site, particularly given our under-
standing of potential differences in sampling variability across
sites (Roper et al. 2010).

Next, we estimated average measures of sampling variability
via the methods outlined by Littell et al. (2005). Here, we used
our data from within-year sampling events (2003 and 2004; n
= 34 total), and our model for this analysis was as follows (see
equation 1for definitions of variables):

Xje = u+ St; + Ry, ()

As described earlier, the time between initial sampling and
repeat sampling within years varied, and the personnel that
collected field data varied across these within-year visits. As
such, our estimates of sampling variability included potential
sampling error and variability due to changes in habitat struc-
ture between the sampling visits within years (Larsen et al.
2004). We estimated sampling variability by using the MIXED
procedure in the Statistical Analysis System (SAS Institute
2004).

Next, we used our yearly sampling events at each of the 47
sites (excluding the within-year repeat visits) to quantify the
total temporal variability observed at each site over the course
of this study; the total temporal variability includes year effects,
desynchronous variation, and residual error (Table A.1).

We excluded all within-year repeat visits and used the initial
visit at each site as our primary sampling occasion where mul-
tiple visits occurred within the same year. With this analysis,
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TABLE 1. A list of all candidate attributes considered as factors associated with the temporal variability of stream habitat data; the mean and SD for each
landscape, disturbance, and geomorphic attribute at each specific scale and for climate attributes at the 47 sites in the interior Columbia River basin study area are

shown (CV = coefficient of variation)

Scale Attribute Mean SD
Catchment Area (km?) 41.3 23.3
Slope (%) 349 11.0
Erosivity (unitless) 148.9 78.3
SD of elevation 189.1 60.8
Stream density (km of stream/km?) 1.3 0.4
Buffer Percent forested 81.1 19.4
Canopy cover 58.7 19.7
Slope (%) 30.9 10.0
Percent burned 14.7 27.8
Percent grazed 40.1 46.1
Road density (km/km?) 1.0 1.1
Segment Percent forested 79.8 26.5
Canopy cover 58.9 27.6
Slope (%) 20.6 13.9
Percent burned 15.4 35.9
Percent grazed 41.0 48.4
Road density (km/km?) 1.8 2.5
Reach Channel sinuosity (ratio) 1.39 0.36
Bank-full width (m) 6.9 3.0
Stream gradient (%) 1.1 0.7
Climate Average precipitation (m) 0.93 0.3
CV of precipitation 0.16 0.04

we estimated how much of the total variability was attributed
to site-to-site variability and site was used as a random effect
(equation 2; e.g., Larsen et al. 2004); the residuals were used
to quantify site-specific estimates of temporal variability via
measures of root mean square error (RMSE).

Factors influencing temporal variability among sites.—We
integrated our landscape and disturbance data (Table 1) with the
site-specific measures of variability to investigate which factors
and scales corresponded with more or less variability at a given
site. We used multiple linear regression (MLR) analyses with
RMSE of temporal variability as the response variable and the
scale-specific (i.e., catchment, buffer, and segment) landscape
and disturbance attributes as the explanatory variables (Table
1). We conducted a separate MLR analysis for each response
attribute by using ordinary least-squares methods (Neter et al.
1983; R Development Core Team 2004).

In addition to individual attributes, we were also interested
in quantifying the overall variability in the physical habitat of
stream reaches. We were specifically interested in evaluating
the consistency with which all six of the habitat attributes at
individual sites tended to have high or low temporal variation
relative to that at other sites. To evaluate overall variability, each
site was assigned a rank from 1to 47 (i.e., the total number of
sites included in this study) for each attribute; thus, the site with
the lowest RMSE for a particular attribute received a rank of 1,

and the site with the highest RMSE for that attribute received a
rank of 47. To determine the overall variability at each site, we
simply summed the rank transformations for the six attributes;
thus, the lowest possible score for a site would be 6, and the
highest possible score would be 282.

Our analyses followed a multiple-step process in variable
selection. Initially, we evaluated potential correlations among
explanatory variables to avoid any issues of multicollinearity,
and we removed one variable from any pair that exhibited high
correlation (r > 0.60). Prior to MLR analyses in this step and
subsequent steps, we initially performed correlation analyses
between response variables and each candidate explanatory at-
tribute to minimize the number of variables included in the MLR
analyses and to avoid the use of automated (e.g., stepwise) vari-
able selection procedures. Only those explanatory variables with
at least moderate levels of correlation with response variables
were included in the MLRs (r > 0.40; the maximum number of
explanatory variables considered in any model was 9).

Next, we incorporated those explanatory variables selected
from the correlation analyses into the MLR analyses to evaluate
how these explanatory variables were associated with the tem-
poral variability of stream habitat (i.e., RMSE). To avoid any
potential effects on model structure arising from the order in
which explanatory variables entered the MLR models (i.e., spa-
tial scales, landscape factors, climate, and disturbance), we used
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TABLE 2. Estimates of grand mean, sampling error (as root mean square error [RMSE]), and sampling error expressed as a percentage of the grand mean for
percent fine sediment (<6 mm) in pool tails, residual pool depth, median particle size (d5p), percent pool habitat, large woody debris (LWD) frequency, and bank

angle.

Fine Residual pool Percent LWD frequency Bank
Estimate sediment (%) depth (cm) dsy (mm) pool (pieces/km) angle (°)
Grand mean 27.8 39.6 35.7 53.4 302.7 100.2
RMSE 4.8 1.6 8.0 5.8 45.0 6.5
Percent of grand mean 17.3 4.0 22.4 10.9 14.9 6.5

an all-subsets modeling approach (R Development Core Team
2004). We evaluated each model by using Akaike’s information
criterion (AIC) and selected the model with the lowest AIC value
as the most plausible model (Burnham and Anderson 1998). The
difference (AAIC) between the AIC value for each competing
model and the most plausible model was calculated as a measure
of model support. We also calculated the Akaike weight of each
model, which provides a measure of the relative likelihood of
a given model on a scale from 0 to 1 (Burnham and Anderson
1998). Although the models were ranked according to the low-
est AIC score, we used model averaging for parameter estimates
and SEs to maximize the information gained from a multimodel
approach. Explanatory variables measured in percentages were
arcsine—square root transformed; for all top models, we checked
for violations of linearity and heteroscedasticity by using visual
assessments of the residuals and we tested for multicollinearity
by using the variance inflation factor (>10).

RESULTS

Difficulties in accessing sites due to wildfire and resource
limitations during the early years of this project prevented us
from obtaining a complete time series at each site; from 2001to
2009, there was a total of 273 sampling occasions at the 47
sites within our study area. The average number of sampling
occasions at a given site was 5.8 (range = 4-8; Table 1), and 42
of the 47 sites had at least 5 years of data.

Sampling Error, Variance Decomposition, and Within-Site
Temporal Variability

Sampling error—Estimates of potential sampling error var-
ied considerably among the six measured attributes (Table 2).
Residual pool depth (RMSE = 1.6 cm) and bank angle (RMSE
= 6.5°) exhibited the lowest sampling error relative to overall
mean estimates among all sites, while dso (RMSE = 8 mm) and
percent fine sediment (RMSE = 4.8%) had the highest sampling
variability.

Variance decomposition.—Among-site variability exceeded
75% (SD = 6.7%) of total variance for all reach-scale variables
(Figure 2). The greatest among-site variability was observed
for the frequency of LWD (93.6% of total variance), and the
lowest among-site variability was observed for percent pool
habitat (75.3% of total variance). Overall, we found that year

effects constituted a small portion of the total variance (average
= 0.5% of total variance; SD = 0.5%). The highest variability
attributed to year effects was found for percent pool (1.3% of to-
tal variance), while residual pool depth exhibited no detectable
year effect; the relatively small amount of variance attributed to
year effects suggests that our measures of total temporal vari-
ability largely represent desynchronous variation and potential
sampling variability. The relative amount of the total variance
as residuals (i.e., RMSE as a measure of temporal variability)
varied considerably across attributes (average = 16.4% of total
variance; SD = 6.4%); the highest amount of temporal vari-
ability was observed for percent pool habitat (23.3% of total
variance), and the lowest was observed for frequency of LWD
(6.0% of total variance).

We observed a considerable range of temporal variability
in physical stream attributes across sites (Figure 3). Across at-
tributes, the greatest differences in temporal variability among
sites were identified for LWD frequency (CV of RMSE =
83.3%), dso (CV of RMSE = 75.5%), and percent fine sediment
in pool tails (CV of RMSE = 73.9%); we observed consider-
ably lower among-site variation for percent pool habitat (CV of
RMSE = 38.7%), residual pool depth (CV of RMSE = 31.1%),

Attribute

Bank angle

LWD frequency

% pool |

d5g

% fine sediment

Resid. pool depth

0 20 40 60 80 100
Variance

FIGURE 2. Percentage of variance attributed to differences across sites (gray
shading), year effects (white), and residual variability (random temporal vari-
ability, sampling error, and random error; black shading) for bank angle, fre-
quency of large woody debris (LWD), percent pool habitat, median particle size
(dso) of surface substrate, percentage of fine sediment (<6mm) in pool tails,
and residual pool depth at 47 PacFish—InFish Biological Opinion monitoring
sites in the interior Columbia River basin.
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FIGURE 3. Cumulative frequency distributions of temporal variability (root mean square error [RMSE]) for (a) percentage of fine sediment (<6mm) in pool
tails, (b) median particle size (dso) of substrate, (¢) residual pool depth, (d) percent pool habitat, (e) frequency of large woody debris (LWD), and (f) bank angle

across 47 sites in the interior Columbia River basin.

and average bank angle (CV of RMSE = 19.4%). When con-
sidering the overall temporal variability (i.e., sum of the rank
transformations of all habitat attributes at each site), we found
an almost fourfold difference for the sites considered in these
analyses (range = 68-235; Figure 4), and the average score for
total variability at a site was 150 (SD = 38.1).

Factors Influencing Temporal Variability among Sites
Preliminary diagnostics indicated that landscape attributes

and disturbance measures were highly correlated (r > 0.60)

at the catchment and buffer scales. As such, we restricted our

analyses to the stream buffer scale because of the importance of
riparian areas for influencing stream conditions (e.g., Naiman
et al. 2005) and because of recent management goals for riparian
areas (e.g., Young 2000).

Our correlation analyses (r > 0.40) between response and
explanatory variables substantially reduced the number of can-
didate explanatory variables considered in our MLRs. The fol-
lowing explanatory variables were included in our model selec-
tion approach. For the RMSE of percent fine sediment as the
response variable, we evaluated bank-full width, gradient, and
slope at the segment scale. For the RMSE of ds, the explanatory
variables considered were bank-full width, gradient, catchment
area, percent burned at the buffer scale, and percent burned by
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FIGURE 4. Cumulative frequency distribution of total temporal variability
across 47 sites in the interior Columbia River basin; total temporal variability
was calculated as the summed ranks of the temporal variability for percentage
of fine sediment in pool tails, median particle size of substrate, residual pool
depth, percent pool habitat, frequency of large woody debris, and bank angle at
each site (see Methods).

wildfire at the segment scale. For the RMSE of residual pool
depth, we examined bank-full width, gradient, average precipi-
tation, percent forested at the segment scale, percent canopy at
the segment scale, percent grazed at the segment scale, and per-
cent grazed at the buffer scale. For the RMSE of percent pool,
the catchment slope and erosivity were evaluated as explana-
tory variables. For the RMSE of LWD frequency, we examined
bank-full width, erosivity, percent forested at the segment scale,
percent canopy at the segment and buffer scales, percent burned
at the buffer scale, and percent grazed at the segment and buffer
scales. For the RMSE of bank angle, we considered bank-full
width, road density at the buffer scale, and road density at the
segment scale.

Percent fine sediment in pool tails.—Using the explanatory
attributes considered here, we were able to explain little of
the variability in RMSE of percent fine sediment across sites
(adjusted R? = 0.06). Overall, we found that landscape- and
reach-level attributes best explained the among-site temporal
variability in fine sediment in pool tails. There was little dis-
crimination between the top-two models (AAIC = 0.70), which
had considerably higher Akaike weights than the other models
(Table 3). The top model included only stream gradient, and
the second-best model included only bank-full width; we also
found some support for a model containing slope at the seg-
ment scale and a model containing both gradient and bank-full
width. Model-averaged parameter estimates (Table 4) indicated
that each of the explanatory variables was negatively associated
with the RMSE of fine sediment, suggesting lower amounts of
temporal variability in higher-gradient streams, streams with
greater bank-full widths, and streams with steeper slopes in the
segment.

Median particle size.—Our top model for ds( included bank-
full width, gradient, and a measure of wildfire and had an

Akaike weight of 0.84 (Table 3). Parameter estimates for the
top model suggested higher levels of temporal variability in dsg
for streams with larger bank-full widths, steeper gradients, and
higher amounts of wildfire within the stream segment. All three
attributes explained a significant amount of the variability in the
RMSE of ds (adjusted R?> = 0.47; Table 4).

Residual pool depth.—Differences in the RMSE of residual
pool depth across sites were best described by reach-level at-
tributes, amount of canopy cover at the segment scale, and graz-
ing (Table 3). The top model contained only bank-full width and
gradient, and the Akaike weight for this model was 0.64. Pa-
rameter estimates for the top model indicated that low-gradient
sites with larger bank-full widths had higher levels of temporal
variability, and both of these parameters explained a significant
amount of the variability in RMSE of residual pool depth across
sites (adjusted R? = 0.46; Table 4). We found moderate support
for the second model (AAIC = 2.5; Akaike weight = 0.19),
which contained percent canopy at the segment scale in addition
to gradient and bank-full width; however, there was consider-
able variability in the parameter estimate for percent canopy at
the segment scale (model-averaged parameter estimate = 0.13;
SE = 0.08). We found limited support for our other competing
models (AAIC > 3.9; Akaike weights < 0.10), which included
grazing at the segment scale and average precipitation, and we
found the parameter estimates for these variables to be moderate
to highly variable (Table 4).

Percent pool habitat.—Only two attributes illustrated mod-
erate correlations with the RMSE of percent pool habitat. The
top model, which had an Akaike weight of 0.89, clearly outper-
formed the other candidate models (AAIC > 4.7) and indicated
significantly less temporal variability in percent pool habitat for
sites in steeper catchments (Table 4). However, we were able
to explain very little of the variability in RMSE of percent pool
across our sites (adjusted R?=0.06).

Large woody debris frequency.—We found little discrimina-
tion between the top models describing the differences in the
RMSE of LWD frequency across sites (Table 3). The top model
included only percent canopy at the segment scale, and this
model accounted for a moderate amount of the variability in
RMSE of LWD frequency across sites (adjusted R* = 0.30).
Overall, models that included percent canopy at the segment
scale had a combined Akaike weight of 0.89 (for these models,
the Akaike weight ranged from 0.04 to 0.28), and our results
indicated a positive relationship between percent canopy at this
scale and the temporal variability in LWD (model-averaged pa-
rameter estimate = 0.50; SE = 0.15; Table 4). Other competing
models included measures of wildfire, grazing, and bank-full
width; these competing models indicated that LWD tempo-
ral variability had a positive relationship with bank-full width
and wildfire and a negative relationship with the percentage of
stream buffer grazed (Table 4).

Bank angle.—Our results pointed to a single model as being
the best for describing the temporal variability of bank angle
(Akaike weight = 0.72). This model only included the density
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TABLE 3. Model selection results (AAIC = difference in Akaike’s information criterion; with Akaike weights > 0.02) from separate multiple linear regression
(MLR) analyses describing the influence of landscape, climate, and disturbance attributes on the amount of temporal variability (root mean square error [RMSE])

for six stream habitat attributes (defined in Table 2) observed at 47 sites.

Attribute Model® AAIC Akaike weight
RMSE, fine sediment?® Gradient 0.0 0.47
BF 0.7 0.34
Slope; 2.9 0.11
BF + gradient 3.6 0.08
RMSE dsq BF + gradient + burned; 0.0 0.84
BF + area + gradient + burned, 5.0 0.07
BF + gradient 5.0 0.07
BF + gradient + burned, 7.9 0.02
RMSE, residual pool depth? BF + gradient 0.0 0.64
BF + gradient + canopy; 2.5 0.19
BF + gradient + grazed, 39 0.09
BF + gradient + precip 4.7 0.06
RMSE, percent pool Catchment slope 0.0 0.89
Erosiv 4.7 0.08
Erosiv 4 catchment slope 7.1 0.03
RMSE, LWD frequency? Canopy;, 0.0 0.28
Canopy, + burned, 0.2 0.25
Canopy, + grazed, 1.3 0.15
BF + canopy;, 2.1 0.10
Grazed,, + burned, 3.1 0.06
Canopy, + grazed, + burned, 3.1 0.06
BF + canopy; + burned, 4.1 0.04
Grazed, 4.2 0.03
BF 5.0 0.02
RMSE, bank angle Roads,, 0.0 0.72
BF + roads, 3.1 0.15
BF 4.7 0.07
Roads; 5.2 0.05

Log transformed to meet the normality assumptions of MLR.

YBF = bank-full width; area = catchment area; slope, = slope at the segment scale; precip = average precipitation; erosiv = erosivity; grazed, = percentage of segment scale
that is grazed; grazed, = percentage of buffer scale that is grazed; burned, = percentage of segment scale that has experienced wildfire; burned, = percentage of buffer scale that has
experienced wildfire; canopy; = forest canopy at the segment scale; grazed, = grazing at the segment scale; grazed, = grazing at the buffer scale; roads, = density of roads at the

segment scale; roads, = density of roads at the buffer scale.

of roads at the buffer scale (Table 3) and accounted for a rel-
atively low amount of variability in the RMSE of bank angle
across sites (adjusted R2=0.11). Ourresults indicated a negative
relationship between the temporal variability in streambank an-
gle and the density of roads at the buffer scale (model-averaged
parameter estimate = —0.99; SE = 0.39). Competing models
also included bank-full width; however, we found considerable
variability in the parameter estimates for the variables in our
models (Table 4).

Overall variability among sites.—Our results suggested that
one model clearly outperformed other candidate models (AAIC
> 4.3; Table 5);this model included bank-full width, erosiv-
ity, percent canopy at the segment scale, density of roads at the
buffer scale, and extent of grazing at the buffer scale. Competing
models indicated simpler model structures. Across models, we

found high variability in parameter estimates, and only erosiv-
ity illustrated a significant positive association with the overall
variability among our sites (Table 5).

DISCUSSION

Our results from stream habitat data collected at 47 sites
from 2001 to 2009 indicated extensive variation in the tempo-
ral variability across sites. Through our analyses, we were able
to explain a substantial amount of the temporal variability in
stream habitat for three of the six attributes considered herein.
Given the relatively short time period evaluated in this project
(e.g., Frissell et al. 1986), our results indicate that stream habi-
tat conditions can vary considerably over short time periods.
These large differences in habitat characteristics among years
suggest that simple, one-visit assessments of habitat status may
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TABLE 4. Model-averaged parameter estimates, SEs, and adjusted R? (for the top model) for competing multiple linear regression models explaining temporal
variability [RMSE] in large woody debris (LWD) frequency, median particle size (dso), bank angle, percent pool percent fine sediment in pool tails, and residual
pool depth in 47 streams (2001-2009). Symbols for parameters are defined in Table 3.

Attribute Parameter Estimate SE Adjusted R?
RMSE, fine sediment BF —0.03 0.01 0.06
Gradient —0.12 0.06
Slope; —0.008 0.003
RMSE, dso BF 0.64 0.22 0.47
Area 0.05 0.03
Gradient 3.25 0.95
Burned, 3.43 1.20
RMSE, residual pool depth BF 0.039 0.01 0.46
Gradient —-0.14 0.03
Precip —0.009 0.10
Canopy;, 0.13 0.08
Grazed, —0.58 0.03
RMSE, percent pool Catchment slope —0.09 0.04 0.06
Erosiv 0.01 0.006
RMSE, LWD frequency BF 0.04 0.02 0.30
Grazed, —0.18 0.08
Burned, 0.22 0.10
Canopy;, 0.50 0.15
RMSE, bank angle Roads, —0.99 0.39 0.11
BF 0.18 0.18

be problematic for describing any given site (Al-Chokhachy
and Roper 2010). Ultimately, explicit consideration of the geo-
morphic, landscape, and disturbance contexts for any particular
site will help managers and restoration practitioners to consider
appropriate monitoring designs (e.g., allocation of effort) and
analytical methods (e.g., stratification) and to define their ex-
pectations for detecting trends (or changes) in stream habitat.

Sources of Variability and Implications for Monitoring
The inherent differences in stream habitat characteristics at
sites indicate that repeat visits to the same sites constitute the
most effective strategy for monitoring the status and trends of
habitat attributes (Larsen et al. 2004). When site-to-site differ-
ences are removed, robust estimates of changes in the structure
of stream habitat can largely be affected by sampling error and

TABLE 5. Model selection results (A AIC = difference in Akaike’s information criterion), model fit (for the top model), and model-averaged parameter
estimates and SE from multiple linear regression analyses describing the influence of landscape, climate, and disturbance attributes on the overall temporal
variability observed at 47 sites. Symbols for explanatory variables are defined in Table 3.

Model or parameter AAIC Akaike weight Estimate SE Adjusted R?
BF + erosiv + canopy® + roads® + grazing” 0.0 0.75

BF + erosiv + canopy® + roads” 4.3 0.09

BF + erosiv + canopy® + grazing® 4.5 0.08

BF + canopy® 6.1 0.04

Canopy® + roads® 7.1 0.02

Canopy"® + grazing” 7.8 0.02

BF 3.6 2.1 0.27
Erosiv 0.12 0.06

Canopy;, 16.3 18.9

Roads,, —6.0 5.1

Grazing, -2.0 9.1
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desynchronous variation. Our measures of sampling error were
comparable with those observed in previous efforts (Whitacre
et al. 2007; Roper et al. 2010). Specifically, the sampling error
estimates (RMSE) from our analyses and those of Whitacre et
al. (2007) and Roper et al. (2010) were within 3% for percent
fine sediment in pool tails, within 1cm for residual pool depth,
within 6 mm for dsp, within 7% for percent pool habitat, and
identical for LWD frequency (from Roper et al. 2010 only; not
comparable with the LWD error estimate from Whitacre et al.
2007). Sampling error for bank angle was not reported from
these previous efforts. The temporal variability observed at the
majority of sites considered in the present study exceeded these
consistent estimates of potential sampling error, suggesting that
our ability to accurately detect changes in the status of habitat
attributes will vary by site. Overall, these results clearly indicate
that the number of years of sampling required to achieve any
desired statistical power will also vary by site; understanding
those factors associated with different levels of temporal vari-
ability, which we describe further below, should be considered
prior to the implementation of monitoring efforts.

Landscape Attributes

Landscape attributes affecting stream power (i.e., bank-full
width, stream gradient, catchment area, and catchment slope)
were found to be important in describing the temporal vari-
ability of the majority of stream attributes (6 of 7attributes).
For three of the attributes (LWD frequency, dso, and residual
pool depth), we found a positive relationship between increas-
ing stream size (bank-full width) and temporal variability. For
the first- through third-order streams considered here (bank-full
width range = 1.9-13.3 m), our results indicate that the positive
association with increasing stream width is probably attributable
to increased mobilization and transport of substrate and LWD
(Benda et al. 2005; Wohl and Jaeger 2009). Given the signif-
icant role of LWD in shaping stream habitat (Montgomery et
al. 1995; Hassan et al. 2005), the increased temporal variability
of residual pool depth and dsq are probably associated with the
temporal changes in LWD frequency at a site, which is consis-
tent with our models explaining the overall temporal variability
at sites. We found an opposite relationship with the temporal
variability of fine sediment as larger streams had less temporal
variability than smaller streams. This pattern is somewhat sur-
prising due to our results for LWD, particularly as fine sediment
levels can be sensitive to changes in LWD at sites (Gomi et al.
2001). However, the amount of fine sediment within pools can
be affected by a myriad of factors, including both high-flow (i.e.,
scour) and low-flow events (i.e., drought), channel morphology,
and LWD structures (Lisle and Hilton 1992). These potential
complex interactions may be partially responsible for the rela-
tively low explanatory power in our analysis of fine sediment
temporal variability.

Despite the relatively low-gradient streams considered in
these analyses, we did find that stream gradient was signifi-
cantly associated with the temporal variability of stream habitat

attributes. Sites with steeper gradients exhibited more tempo-
ral variability in dsy but lower levels of temporal variability in
residual pool depth and fine sediment in pool tails. The impact of
gradient on stream power (Knighton 1998) would suggest that
the size of transported sediment varied substantially due to tem-
poral differences in flow (even the moderate flows that occurred
during this study: see below; Gomi and Sidle 2003). Increased
stream power at sites with higher gradients also explains the low
temporal variability of fine sediment and residual pool depth
since fines can be transported under most flow conditions, thus
preventing fines from infilling pools at these steeper sites (Lisle
and Hilton 1999). We included two measures of land cover in
our analyses, and our results indicated a positive relationship
between the temporal variability of LWD and the percentage
of canopy cover but no apparent relationship with the percent-
age of forested area at the segment or buffer scale. Our results
are consistent with those of other authors who have found that
LWD sources are often from proximate riparian areas (May and
Gresswell 2003; Burnett et al. 2006); our results also indicate
that the increased presence of mature forests with high amounts
of canopy cover can result in more temporally diverse stream
networks. We acknowledge that our method for inventorying
LWD (i.e., I m in length) includes relatively small LWD pieces
that may be trivial in more precipitous regions (e.g., the Cascade
Mountains and coastal mountains of the Pacific Northwest), and
this may have led to the inclusion of forest canopy as opposed
to the extent of forested vegetation (i.e., percent forested) in the
models. However, in the small headwater streams of the interior
Columbia River basin, which is relatively arid, these smaller
pieces of LWD can provide key habitat structure for aquatic
species (Fetherston et al. 1995).

The parental geology of catchments can have strong influ-
ences on sediment sources and morphology of stream channels
(Knighton 1998). Our results indicate that streams in catch-
ments with stronger parental geologies (e.g., granitic) can ex-
hibit higher levels of temporal variability (overall variability).
Soils dominated by less-erodible parental material tend to have
low amounts of silt and clay, resulting in more-erodible banks
(David et al. 2009); with little cohesive materials, the erosion of
these banks is likely to be a substantial source of LWD recruit-
ment and change in the structure of the stream channels (Burnett
et al. 2006).

Disturbance Attributes

Land use and temporal variability.—The impacts of land use
on stream habitat status (Schlosser 1991; Richards et al. 1996;
Kershner et al. 2004b) and stream biota (Allan et al. 1997,
Paller 2002; Kaufmann and Hughes 2006) have been well doc-
umented. Landscape alterations and use can affect vegetative
cover, soil characteristics, sediment retention (Kondolf et al.
2002), and the frequency and magnitude of severe hydrologic
events within watersheds (Jones et al. 2000; Tonina et al. 2008).
The impacts of such changes to stream networks can vary sub-
stantially. Where upland and riparian inputs of LWD have been
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removed, patterns of channel simplification—both spatially and
temporally—have been observed (Reeves et al. 1993; Burnett et
al. 2007). However, land use in headwater mountainous systems
can also exhibit substantially higher temporal variability due to
the increase of large, channel-altering events (Tonina et al. 2008;
Bisson et al. 2009).

In our analyses, we found only limited evidence indicating
lower amounts of temporal variability at sites with increased
land use. Specifically, we found lower temporal variability of
LWD at sites with higher levels of grazing. This negative rela-
tionship is probably attributable to the substantial reduction in
recruitment of woody vegetation in riparian areas that are un-
der grazing pressure (Green and Kauffman 1995; Belsky et al.
1999). These results are troubling given our understanding of
the importance of LWD for fishes in headwater streams of the
Pacific Northwest (Bisson et al. 1988; Roni 2003; Muhlfeld and
Marotz 2005). Further, the negative association with grazing
suggests an overall reduction in the complexity of stream habi-
tat, particularly given the importance of LWD as a geomorphic
control (Montgomery et al. 1995).

The lack of any additional associations with land use in our
data appeared to be due to the wide range of temporal vari-
ability at sites under different land use regimes. For example,
when we considered the overall temporal variability at sites,
both road density and grazing were included in the top model.
The parameter estimates for both road density and grazing at the
buffer scale (Table 5) indicated negative associations between
increased land use and the overall temporal variability at sites,
but we found considerable variability among our sites and these
estimates were not statistically significant.A post hoc evaluation
of the underlying data suggests that the sites with the lowest tem-
poral variability had some of the highest measures of land use
quantified in this study (Figure 5); these results are consistent
with underlying theories indicating that land use activities have
simplified stream processes (Schlosser 1991; Mclntosh et al.
2000). However, we also found considerable variability in these
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FIGURE 5. Bubble plot illustrating the total variability of all stream habitat
attributes (diameter of the bubble is proportional to the total variability; see
Figure 4 for a list of attributes) at 47 sites in the interior Columbia River basin
with different levels of road density and grazing (buffer scale).

patterns. For example, 13 of our sites had no roads and no cattle
grazing; of these 13 sites, one site exhibited the second-lowest
measure of temporal variability and another had the second-
highest measure of temporal variability among our sites. These
results indicate that the temporal variability of stream habitat
can vary substantially across sites and that multiple factors and
interactions among factors are influencing the temporal vari-
ability of stream habitat (e.g., Feist et al. 2010). Although our
limited sample size prevented formal evaluations of these com-
plex interactions, future research is needed to generate a better
understanding of how land use patterns impact the temporal
variability of stream habitat across a variety of landscapes and
geomorphic settings.

We also acknowledge that historic land use may have exerted
a continuing effect on the patterns of temporal variability we
observed at all of our sites (Harding et al. 1998; Foster et al.
2003; Allan 2004). Land management activities in the mid- to
late-19th century and early 20th century had significant impacts
on the landscapes and stream networks of the western United
States (Platts and Nelson 1985). These historic alterations in
the landscape may have resulted in substantial stream channel
adjustments such that our assessments of the temporal variability
associated with land management today are unable to detect
the underlying relationships. In the last 20 years, extractive
land management activities have been markedly reduced on
federal land in our study area as a result of the listing of resident
and anadromous salmonids under the Endangered Species Act
in the 1990s (FEMAT 1993). While these actions appear to
have impeded further degradation of federal lands in our study
area (E.K.A., unpublished data), understanding the time frame
over which watershed processes can be restored is challenging,
particularly as the effects of current and historic land use may
operate at multiple scales (Allan 2004).

Additionally, the lack of clear patterns between land use and
the variability of stream habitat in our analyses may also be
due to the available information regarding land use and the lo-
cations of our study sites. Specifically, our analyses did not
include all possible land uses in forested landscapes (e.g., off-
highway vehicles), which can substantially alter watersheds and
the quality of stream habitat (Ouren et al. 2007); however, ob-
taining consistent information regarding nonroad disturbances,
such as off-highway vehicle use, can be difficult. Furthermore,
we recognize that the majority of lands upstream of our study
sites were publicly owned. Given the presence of degraded land-
scapes in many private, urban, and agricultural riparian areas and
their effects on stream habitat (Burnett et al. 2007), analyses that
include these types of sites may uncover different relationships
with the temporal variability of stream habitat.

Natural disturbances.—Within our study area, wildfire and
floods represent two of the major natural disturbances influ-
encing stream ecosystems (Rieman and Clayton 1997; Bisson
et al. 2003; Benda et al. 2005). In our analyses, we found that
the extent of wildfire was positively associated with the tem-
poral variability of dsy and LWD frequency. These changes are
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expected as fires can remove vegetative cover and result in over-
land transport of sediment or debris flows (Benda et al. 2003;
Istanbulluoglu et al. 2004). Additionally, wildfires can result in
large pulses of LWD inputs into and through stream channels,
and continued inputs of LWD to stream networks adjacent to
fires can continue for decades (Gresswell 1999; Benda et al.
2003). When considered in combination with our results, the
anticipated impacts of global climate change on fire frequency
and magnitude in the Pacific Northwest (Westerling et al. 2006)
suggest that stream habitats may become highly variable through
time. We urge further research of the interactions between wild-
fires and landscape and climatic patterns to increase our un-
derstanding of how disturbance translates to observed stream
conditions through time.

Despite the relative influence of hydrologic conditions on
changes in physical habitat (e.g., Tonina et al. 2008), we found
little evidence of a relationship between the variability in climate
and the temporal variability of stream habitat in our analyses.
The lack of clear patterns between temporal variability in pre-
cipitation and stream habitat may relate to the range of climate
patterns observed over this period and the resolution of our mea-
sure of hydrologic conditions. In particular, the period of this
study did not include any major climatic events: at only 6 of our
47 sites did annual precipitation in any given year exceed the
30-year averages. Furthermore, of the 320 annual precipitation
records used to quantify CV at our sites, 73% did not exceed
the 30-year averages. Additionally, our use of precipitation as
a surrogate for hydrologic conditions at our sites may have re-
duced the clarity of patterns between variability in climate and
stream habitat. However, our choice to examine precipitation
instead of stream gage data was largely due to the substantial
distances to fixed flow gages and the general inadequacies of
hydrologic models for headwater tributary systems, which are
parameterized by these distant flow gages (Liang et al. 1994).
More accurate measures of annual flow regimes may soon be
available (see Wenger et al. 2010), and the use of these mea-
sures may provide stronger relationships between the variability
of seasonal and annual flow regimes and the temporal variability
of physical stream habitat.

Limitations and Value of Long-Term Monitoring at Sites
We acknowledge that the temporal variability of stream habi-
tat at sites was quantified through data collected over relatively
short time scales (maximum = § years), particularly in the con-
text of geomorphic change (e.g., Frissell et al. 1986). Longer
time series of habitat data collected at sites may have a higher
probability of observing change in response to stochastic cli-
mate and disturbance events, which may affect the range of
temporal variability observed and the strength of documented
associations and may uncover additional relationships. How-
ever, our results provide insight into the extent to which stream
habitat can change over the relatively short time periods that are
commonly used in habitat monitoring programs. Furthermore,
our results also illustrate the importance of collecting long-term

habitat data at fixed sites, and we urge further research and mon-
itoring for more robust evaluations of the temporal patterns of
stream habitat.

Conclusions

Few studies have evaluated the temporal variability of stream
habitat across a variety of geomorphic settings and disturbance
gradients in headwater systems. Our results from data collected
over a 9-year period illustrated a wide array of temporal patterns
at sites; our ability to identify specific relationships between
landscape attributes, climate, and disturbance regimes varied by
attribute. Across attributes, a considerable amount of the tem-
poral variability went unexplained, indicating the complexity of
factors affecting the temporal variability of stream habitat (e.g.,
Wang et al. 2006). Given the importance of the physical habi-
tat in headwater systems for supporting sensitive aquatic biota
(e.g., bull trout Salvelinus confluentus; Rieman et al. 1997), bet-
ter insight into the factors affecting the temporal variability of
physical habitat may improve our understanding of temporal
dynamics of the populations of interest (Schlosser 1991). The
variation in temporal variability across sites also suggests that
“one-size-fits-all” approaches to monitoring physical habitat in
response to restoration activities and land management may be
misleading at any given site, particularly in terms of statistical
power and the resources that are required to understand the ef-
fects of these actions. Although the sample sizes associated with
large monitoring programs may be able to offset this temporal
component of variance, in situ measures of temporal variability
may be required for accurate assessments of statistical power
for smaller-scale or individual-site monitoring programs.
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APPENDIX: STREAM HABITAT ATTRIBUTES AT STUDY SITES

TABLE A.1. Average yearly estimates (SD in parenthesis) of percent fine sediment (<6 mm) in pool tails, residual pool depth, median particle size (d5p), percent
pool habitat, large woody debris (LWD) frequency, and bank angle and the number of years of sampling (n) for each of the 47 sites in the interior Columbia River

basin.

Fine Residual pool Percent LWD frequency  Bank angle
Stream sediment (%) depth (cm) dsp (mm) pool (%) (pieces/km) ®) n
Andrews Creek 27.1(10.1) 42.8(7.0) 70(13)  37.7(12.0) 924.5(288.4) 104.8(15.0) 4
Barron Creek 18.7(9.7) 40.4(3.8) 21(5) 70.6(8.5) 383.5(89.9) 95.6(7.2) 4
Bayley Creek 100.0 (0.0) 29.0(6.3) 3(1) 58.4(15.0) 2.9(3.3) 128.5(7.2) 4
Bearskin Creek 80.9(10.1) 70.7 (4.2) 6(1) 84.5(9.9) 19.4(5.9) 97.79.2) 5
Cottonwood Creek 13.4(6.1) 16.8(1.6) 52(11)  20.5(8.4) 71.6(27.9) 139.4(7.2) 5
Dutch Flat Creek 80(13.0) 57.7(10.8) 3(3) 83.1(12.1) 1,234.3(319.3) 82.4(10.6) ©6
East Fork Canyon Creek 9.3(1.4) 34.1(4.9) 27(7) 39.2(10.3) 260.5(103.7)  124.0(9.0) 6
Eagle Creek 29.7(11.4) 76.4(17.4) 25(10)  51.9(7.1) 640.1 (156.1) 88.3(11.3) 7
Eightmile Creek 24.8(20.3) 40.5(8.3) 55(5) 25.3(6.1) 188.6(12.9) 97.8(11.9) 4
Elk Creek, ID 86.2(7.4) 50.8(7.7) 4(4) 77.4(16.0) 311.9(73.4) 66059 5
Elk, Creek, OR 23.9(4.3) 25.3(3.9) 20(5) 38.8(8.2) 254.2 (88.3) 98.7(9.2) 6
Emerson Creek 19.4(8.5) 24.5(4.1) 39(9) 37.5(7.4) 138.9(13.5) 99.7(10.1) 6
Goat Creek 40.0(18.8) 47.3(4.3) 9(1) 52.5(8.5) 45.2(3.4) 75.0(15.9) 7
Gorge Creek 9.3(5.5) 59.0(6.0) 40(4) 57.3(8.6) 734.9(301.1) 80.7(9.2) 7
Griffin Creek 19.0(23.6) 36.5(4.0) 34(4) 71.4(13.4) 274(75.9) 87.0(6.6) ©6
Grimes Creek 26.0(11.3) 50.0(5.6) 35(0)  77.3(6.7) 15.3(8.8) 93.0(15.0) 5
Huckleberry Creek 18.5(13.7) 30.4(2.7) 26 (6) 37.6(12.2) 105.8(22.3) 93.4(9.0) 8
Hughes Creek 23.9(8.0) 107.9(7.4) 14 (4) 80.8(3.2) 212.7(28.9) 77.9(5.6) 7
John Day River 14.5(6.1) 50.2(5.0) 17(4) 79.2(9.0) 120.6 (22.5) 85.06.7) 5
Kenney Creek 7.9(2.8) 21.7(4.0) 37(8) 30.1(13.5) 185.6(55.7) 116.6(15.3) 6
Lamb Creek 71.5(21.2) 38.6(4.2) 3(1) 64.8 (12.0) 179.7 (48.9) 83.9(10.2) 7
Little Goose Creek 16.6(6.3) 24.5(1.6) 49(12)  52.5(9.9) 144.8 (30.0) 100.7(4.4) 6
Little Minam River 0.8(0.7) 36.8(10.0) 103(24) 22.8(13.6) 204.8(70.2) 133.0(6.2) 5
Little Queens Creek 12.1(5.6) 35.6(5.6) 55(15)  41.7(14.5) 184.6 (42.7) 96.1(13.0) 6
Little Thompson Creek 6.1(9.2) 19.2(2.3) 75(22)  35.5(10.9) 187.7(54.3) 114.09.8) 6
Mallory Creek 12.4(7.3) 18.7(3.3) 55(16)  32.6(7.7) 21.9(20.0) 143.2(6.0) 6
Meadow Creek 9.0(3.5) 39.5(4.0) 37(7) 53.6(3.1) 234.2 (15.9) 103.7(7.0) 6
Moose Creek 25.8(10.3) 45.2(5.2) 32(14)  73.2(8.0) 200.7 (57.6) 89.0(4.3) 5
North Fork Fish Creek 4.7(3.6) 34(4.4) 76(12)  29.2(7.3) 265.6(109.2) 117.8(13.8) 8
Papoose Creek 11.2(7.4) 39.8(4.9) 53(20)  37.5(6.5) 495.9(107.5) 110.6(6.7) 5
Reynolds Creek 14.4(6.5) 19.0(3.3) 107(66) 17.1(8.4) 369.8 (62.6) 107.4(71.7) 5
Road Creek 79.4(21) 31.0(3.3) 5(2) 62.1(18.3) 0.0(0.0) 92.8(6.6) 4
Rock Creek 9.7(2.4) 60.0(5.8) 46(14)  72.3(6.3) 179.0(17.9) 97.1(10.6) 8
South Fork Desolation Creek 21.8(11.2) 47.7(9.0) 31(100  71.9(14.6) 857.5(216.3) 91.9(10.1) 6
Sand Creek 27.509.1) 28.6(5.8) 18 (6) 62.9(7.6) 0.8(2.1) 1183(9.4) 7
Sleeping Child Creek 15.2(7.5) 42.6(4.0) 58(18)  49.9(5.7) 733.9(217.9) 112.7(11.5) 6
Sublett Creek 64.3(12.8) 21.7(2.6) 2(1) 41.2(14.8) 5.9(13.2) 129.3(10.7) 6
Sugar Creek 34.4(2.7) 29.2(3.5) 12(3) 71.5(12.2) 181.2(32.2) 83.2(10.1) 5
Swet Creek 33.6(7.4) 34.7(3.7) 19(11)  64.7(8.9) 708.4(93.2) 69.0(12.4) 6
Trapper Creek 22.3(10.4) 46.4(5.9) 25(5) 63.5(10.3) 914.8 (86.0) 67.6(14.2) 5
Tucannon River 8.3(3.2) 46.5(7.1) 55(13)  51.8(10.0) 502.3(211.4) 125.1(6.8) 7
Twentymile Creek 51.6(5.0) 33.7(4.2) 6(4) 74.3(18.8) 510.2(166.7) 83.3(@8.5) 6
Upper Salmon River 8.6(6.2) 32.7(2.8) 60(18)  47.6(11.9) 0.0(0.0) 121.3(2.8) 7
West Fork Granite Creek 48.1(6.6) 25.7(5.2) 11(5) 54.9(09.7) 214.1(79.6) 122.2(10.7) 6
West Branch Big Creek 20.0(7.1) 63.8(9.5) 23(7) 83.0(12.9) 826.6(145.2) 72.8(12.0) 6
White Sands Creek 6.9(0.9) 46.8(5.6) 90(23)  36.4(6.9) 466.3 (147.1) 83.8(94) 5
Willow Creek 20.0(4.6) 19.6(1.5) 29(7) 28.2(10.3) 196.6 (20.8) 109.0(6.4) 5




