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Abstract

This report describes a computer program that obtains maximum likeli-
hood estimates of the parameters of a multivariate linear model in which
all variates may not be measured on each experimental unit. The variates
can be: (1) repeated measurements on the same characteristic, (2) differ-
ent characteristics, or (3) a mixture of repeated measurements and differ-
ent characteristics.
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INTRODUCTION

HIS TECHNICAL REPORT describes a

computer program that obtains maximum
likelihood estimates of the parameters of a
multivariate linear model with correlated
errors when some of the dependent variates
are not measured on some of the experi-
mental units,

Our procedure was developed to model
the forest growth and yield functions when
there are more than two repeated measure-
ments per plot, but not all measurements
are made on every plot. The program was
developed to obtain solutions to this model,
but can also be used to solve several well-
known statistical models including the multi-
variate linear regression model (Anderson
1958), and Zellner’s (1962) seemingly un-
related regressions model.

DEFINITIONS AND NOTATIONS
USED IN INCOMPLETE
MULTIVARIATE MODELS

Suppose we have a study with N plots
on which T variates Y; ..., Yt, oo Y,
can be measured, but not all variates are mea-
sured on each plot. The missing measure-
ments may be missing by design or by chance.
The N plots can be divided into K disjoint
groups Gy ..., G,,...G, . The k*" group
consists of the N, plots on which a subset of
T, of the variates are measured. The variates
can be: (1) repeated measurements on the
same characteristic, (2) different charac-
teristics, or (3) a mixture of repeated mea-
surements and different characteristics.



As an example, suppose that three vari-
ates Y,, Y,, and Y; are measured. The seven
groups that are possible are

Group G, G, G; G; G;

G G,

Variatess 1 2 3 121,323 12,3
Groups 1 through 6 are incompletely mea-
sured; Group 7 has a complete set of mea-
surements.

Let y,, be the observed value of the
variate Y, on the i*" plot in the k*» group.
The N, X 1 vector of observations on Y,
in the kt group is defined by:

Ve = G+ - Yeew )

The N, T, X 1 composite vector of observed
values of variates measured in the k* group
is defined by y,, = (. . .¥'s, - . .)'. To illustrate,
the overall vector of observations for group b
isys =('s1,¥5)-

The model for the incomplete composite
response vector is written in terms of group
vectors and group design matrices as

! =

1

Y1 Xy €
Y = | X g+ €
Y& Xl{ €k
where
Vi = Fear oo s Vuer o~ Vi)
X = (Kigeee o r Koo Xp)
and
Ve = e« -+ Yw, ]
Ko = [Xxear - s x’ksz]
X = [Kegzs - Keugl

B is a composite vector of model parameters

2

of length q and e, is the TyN, X 1 vector of
random errors associated with y,_ .

We assume that the observations on the
T, variates on each plot of group k have a
common covariance matrix V, , while the
observations on the N, plots are mutually
independent. Under these assumptions, the
covariance matrix for y, can be written
V., ® I, where ® denotes the Kronecker
product and I, is an identity matrix of
order N, ,

It is also assumed that response vectors
from different groups (y,, v., k # k)
are mutually independent. Therefore, the
covariance matrix of the composite response
vectory =(y'y,...,¥ k) Is

vV, ® I,) ...

0 (Ve ® L)
V, is a function of the population covariance
V, which is the T X T covariance matrix that
would exist among the complete set of T
variates.

The form of the design matrix X
(X1, ... X, ... X%) and the vector of
parameters, $, depends on the specific model
and the variates measured. To illustrate the
notation, we show the observational struc-
ture for three specific models assuming the
three-variate situation introduced previously.

For Sullivan and Clutter’s (1972) yield
model, the variates are repeated measure-
ments on a plot. The observational equa-
tions for the complete group with three
measurements are

Y11 Xoy
Y72 = X7z 1§
Y13 Xq3

whereas the observational structure for group
5, where only variates 1 and 3 are measured,
is



XS]

Yss3 Xs3

If N, plots are measured at time t, y,,
is a column vector of length N, and X,
is N, X q. The g X 1 vector of parameters,
B, is the same for all measurement periods.
The observed values of the independent
variables in X, , change over time.

The observational equations for the com-
plete group in a multivariate linear regression
model can be written

_ - - *

Y71 X3 (X 0 076 7
*
Y72 X, | 8= 0 X 08
5
| Y73 Xs5 [ 0 0 Xig ]

The observational equations for group 5 are

PYSJ X51ﬂ 5 rx*s 0 07[a]
Ys3 Xs3 L 0 0 X*s B2
B |

Notice that: (1) the design matrix X,
is an N, X g matrix composed of the N, X q,
submatrix X"‘k and null matrices 0, and that
(2) q, = q,- The matrix X differs from
X, by the position of the submatrix X* .
The vector of parameters, g,, differs for
each variate.

t?

In the third model, both the design ma-
trices, X,,, and the vectors of parameters,
8., are different for each variate. The ob-
servational equations for the complete group
of seemingly unrelated regressions (Zellner
1962) are

Y71 X*',' 1 0 0 B
yiz | ={ O X*n 0 B2
Y73 0 0 X*7 3 Bs

The equations for the incomplete group
are
¥s1 X*51 0 0 Bs
Y53 0 0 X*sa Ba
Bs

The covariance matrix for a group depends
on the variates measured in that group. For
example, since group 7 is complete, the co-
variance matrix of the observations on an
experimental unit is V. Group 5 has measure-
ments on variates 1 and 3 only. Therefore,
the covariance matrix for observations on an
experimental unit in group 5 is

Because of the assumed dependence of
the measurements, ordinary least squares
(OLS) would not yield efficient estimates
of 3. We assume that the vector y has a
multivariate normal distribution with &(y) =
X8 and covariance matrix ¥, and find values
of 8 and V that simultaneously maximize
the likelihood function

K
= N, T, /2

L = (2m)1 Wy | -¥% g-%Q

where

Q= z (yk ’Xk ﬁ)'\]t‘lk (yk ‘Xk p)
k=1

and ¥, =V, ® L.

The symbol M| denotes the determinant
of the matrix V.



The logarithm of the likelihood function is:

K
InL=-%In(2m) £ N.T,
k=1
K
+1% £ N, In V1 %Q.
k=1

The likelihood equations are the derivatives of
InL taken with respect to § and the elements
of V. The maximum likelihood estimators of
§ and V are those values for which the like-
lihood equations are simultaneously equal to
zero. The expressions for the likelihood
equations will be included in a forthcoming
publication by Seegrist and Arner.

CALCULATING THE MAXIMUM
LIKELIHOOD ESTIMATES

The likelihood equations are nonlinear,
and iterative procedures must be used to
obtain a solution. We begin with the OLS
estimator f§, = (X'X)'! X'Y, and then cal-
culate the sample variances and covariances
for each group:

3kmo = (ykt - th ﬁo)'(yku b Xku ﬁo)/Nk .

The initial estimates for the elements of V
that we use are the average variances and
covariances

A

otuo = E Nk aktuo/ENk‘

These estimates of the variances and co-
variances are stored in a [T(T+1)/2 X 1}
vector denoted by o. Denocte the overall
vector of parameters by 6 = (8, 0')’.

We have several procedures for estimating
the vector of regression coefficients and the
variances and covariances. The estimate of
6 at iteration iis 6, = 6., - Ql,, S.,. 8,
denotes the vector of first derivatives of
InL — with respect to § and with respect to

the elements of £ — evaluated at §1-1- Q.
depends on which procedure is used. For the
Newton-Raphson procedure, @, is the
matrix of second derivatives evaluated at
6,,. For the Fisher scoring procedure, Q,,
is the expected value of the matrix of second
derivatives evaluated at ¢,,. The formulas
for the first and second derivatives can be
found in Seegrist and Arner’s forthcoming
publication.

There are two reasons for having different
iterative procedures in the same program.
One reason is that there are differences in
the rates of convergence. Close to the solu-
tion, the Newton-Raphson procedure con-
verges faster than the Fisher scoring pro-
cedure. If the estimates are away from the
solution, the scoring procedure usually
converges faster. The second reason is that
the matrix of second derivatives, which is
used in the Newton-Raphson procedure,
may not be negative definite and its inverse
cannot be determined. However, it may be
that the estimate of V has an inverse, in
which case, Q,, for the Fisher scoring pro-
cedure can be inverted and new estimates
of 0 can be calculated.

Following the suggestion of Jennrich and
Sampson (1976), the Fisher scoring procedure
is used for the first iteration and for any
iteration for which the change in InL at
the preceding iteration is greater than a
specified value. Also, the program switches
to the Fisher scoring procedure if the
Newton-Raphson procedure does not work.

At any iteration, new estimates for 6 may
result in a negative change in InL. Let A, =
Q',, S,; be the vector of increments to
8,, at iteration i. When @, is negative
definite, an increase in InL. can be obtained
with a sufficiently small portion of 4,,
which we determine using a partial stepping
procedure similar to that suggested by
dennrich and Sampson (1976). At each step,
A, is divided by 4 and new estimates of ¢ are
calculated. The partial stepping is {erminated
when the value of InL, is more than the
vaiue of InL ;.

The iterations are terminated when InL, -
InL,; < € where ¢ is a small predetermined
value.



PROGRAM INFORMATION

The instructions for input cards are found
in Appendix I. The Appendix explains the
array sizes and instructions for changing the
array sizes for problems that exceed the
programed dimensions. The appendix also
explains the error messages that are printed
if a matrix cannot be inverted.

The program output includes iteration
number, solution procedure used, and values
of Inl,, Q, B, and V. At the final iteration,
the program prints R which is the coveriance
matrix in correlation form, and prints S(f)
which is the sample covariance matrix of the
estimated  regression  coefficients. The
estimates of § and V are punched every
10 iterations and after the final iteration.
The punched cards can be read as starting
values for further iterations, if necessary.

Using the diagonal elements of 8(8) as the
sample variance of the elements of §, con-
fidence intervals for the individual elements
can be calculated.

Likelihood ratio tests can be used to
test hypotheses about § for the composite
vector of correlated variates. Tests of the
type that a portion of the parameter vector
is zero are obtained by running the program
twice. The first run is with all of the inde-
pendent variables. The second run is with
the independent variables associated with
the hypothesized zero portion of § dropped
from the vector of independent variables.

If L, is the value of the likelihood func-
tion under the full model with q, inde-
pendent variables and L, is the value of the
likelihood function under the model re-
stricted by the hypothesis which has q
independent variables, then -2 InA = -2 (In
L, - In Lg) is distributed asymptotically as
x* with q;, - q, degrees of freedom.

Other hypotheses can be tested with ap-
propriate coding of the design matrix.

SAMPLE PROBLEMS

To demonstrate the program, we present
two examples. The first example is based on
Clutter’s (1972) growth and yield model
with incomplete repeated measurements on
permanent plots. The second example has in-

complete measurements because one of the
characteristics can only be measured by
destructive sampling.

We write Clutter’s growth and yield model

as
& (InV, IInBy) =8, +8; §,+6, A1,
+ 85 lnBﬁ
& (InBy) = A, A%, InB,,
toy (1-AA)
ta, (1-A,,A1)8,
where
V4 = cubic foot volume per acre on the
itt plot at time t,
S, = site index of i'® plot (in feet),
Ay stand age of i*® plot at time t,
and
B; = basal area per acre of the i plot at

time t (in square feet).

We assume that InV, and InB; have a
joint normal distribution. Therefore, the
marginal distribution of InB, and the con-
ditional distribution of InV, given InB,
are independent. The solution to the volume
equation and basal area equation could be
obtained separately, or they can be obtained
in one pass by assigning the observations in
the volume model and the observations in
the basal area model to two different groups.
Further grouping of the data occurs because
measurements on some of the plots are in-
complete. Of the 51 plots measured, 15 plots
were measured 3 times; 16 plots were mea-
sured in the first and second period; the
remaining 20 plots were measured in the
first and third periods.

To obtain a solution to the volume and
basal area equations in one pass, one in-
structs the program that there are six groups.

The data cards for the six groups have the
following general form:



Variate
Number ¥ Xy X Xy

The data cards for plots in GROUP I have the form

1 InV, 1 S A,
2 v, 1 S A1,
3 InV, 1 S A1,

The data cards for plots in GROUP 2 have the form
4 mB*, 0 0 0

5 InB*, 0 0 0

The data cards for plots in GROUP 8 have the form
1 InVv, 1 S Aty

2 nV, 1 S A1,

The data cards for plots in GROUP 4 have the form

4 InB*, 0 0 0

The data cards for plots in GROUP 5 have the form
1 InV, 1 S A,

3 InV, 1 S Al

The data cards for plots in GRQUP 6 have the form
5 B, 0 0

where InB, is InB, - A, A'%, InB, .

Xa

InB,
lnBz

h]Bg

InB,

InB,

InB,

lnB;

X3

1-A, AL

l'Al A'13

1-A, AL,

1-A, AT,

Xs

(1-A,414,)8

(1-A; A'1,)S

(1-A; A'Y,)S8

(1-A, A1)



The input cards for this example are as
follows:

Control Card 1 — General Title Card

Field ( 1) — Title

Control Card 2 — Job Control Card

Field ( 1) — Blank DELT=1.0x 1010

Field ( 2) — Blank SNR =.001

Field { 3) — 5 = number of variates

Field ( 4) — 6 = number of independent
variables

Field ( 5) — 6 = number of groups

Field ( 6) — 40 = maximum number of iter-
ations

Field ( 7)— 0 = results printed on last
iteration only

Field ( 8) — 5 = data is located on file 5

Field ( 9) — 1 = number of variable for-
mat cards

Field (10) — 0 = no intercept in model

Field (11) — 0 = no unobserved pairs of
variates

Field (12) — 0 = initial estimates to be

Field (13) — 11

Control Card 3 —

Field ( 1) — 3
Field ( 2) — 2
Field ( 3) — 2
Field ( 4)— 1
Field ( 5) — 2
Field ( 6) — 1

calculated from data
number of comment cards
to read and print

Group Variate Card

number of variates
group 1
number
group 2
number
group 3
number
group 4
number
group 5
number
group 6

of wvariates in

of wvariates in

of variates in

of

=]

variates 1

of “variates in

7

Control Card 4 — Group Sample Size Card

Field (1) — 16
Field (2) — 16

inn

Field (3) — 15 =

Field (4) — 15
Field (5) — 20
Field (6) — 20

[/ ]

number of plots in group 1
number of plots in group 2
number of plots in group 3
number of plots in group 4
number of plots in group 5
number of plots in group 6

11 Comment Cards

Variable Format Card

185 Data Cards

The printed output consists of the informa-
tion on the general title card, the job control
values, the comment cards, and the variable
format for the data.

This is followed by values of the initial
estimates which are InL,, Q,, the vector
8,,and the matrix Z .

The initial estimates are followed by the
maximum likelihood estimates from the last
iteration. The values of InL and Q are given.
This is followed by the maximum likeli-
hood estimates §, 2, and R, and the sample
covariance matrix of §, S(f).

For example, the maximum likelihcod
estimates are

Estimates Variance
Parameters () (s*(8))
Bo 3.2924 0.0016
i 0.0117 0.1224 x 108
8 -26.3890 0.4292
83 0.9665 0.3613 x 10
oy 40136 0.9978
o 0.0314 0.2225 x 103

where s’ (8) are Athe elements on the diagonal
of the matrix S(g) at iteration 13.

In the second example, we analyze an
incomplete set of measurements which might



occur in forestry. Suppose we have an ex-
periment where two levels of fertilizer are
applied to a sample of n tree seedlings. The
first vear height (H;) is measured on all
seedlings, and dry weight (W,) is measured
on m of the seedlings. The remaining seed-
lings are grown for one more year and height
and dry weight are measured.

The experimental design is a one-way
layout with incomplete multivariate mea-
surements.

Altogether, four variates are measured;
but because dry weight is a destructive
measurement, it is not possible to observe
the variate pairs (W,, W,) and (W,, H,).
For convenience, we denote the vth de-
pendent variate measured on a seedling in
the k™ group as Y,,. The two variates in
group 1 are Y,;, =H, and Y,; = W, . Similar-
ly, the three variates measured on the seed-
lings in group 2 are Y,; = H,, Y,, = H;,
and Y4 = W,.

The model for the one-way layout can be
written as

ykvij = My + Tyi + <’»kw’j;

where
Yiwy = the observed value of variate Y,
measured on the j** seedling in
the k** group treated with the it
fertilizer level,
and
€yvi; = error of variate Y, measured on

j* seedling in k*® group treated
with the it* fertilizer level.

Let 1y = the mean of the i** treatment
for the v variable;

then
By = (Myg * Bya)/2
and

vi T Hyi My

Observational equations describing the two
measurements on the j* seedling in group 1
receiving fertilizer level i are

h,.. lﬁijOOOOOO

= 8

where 8;; is the dummy variable for the treat-
ment effect and is

5“ =]1fori=1
= -1fori = 2

and the vector of regression coefficients
Bis
[y 70 vz 72 2 73 pa 74][.
Similarly, the three observational equa-

tions for the j' seedling in group 2 receiving
treatment i would be

hyy 1 8; 000000
hy; | = |0 0 15, 0 0 0 0|
Wi, 0 0 0000 15

Using the fictitious data given in Appen-
dix II, we obtained the following estimates:

Estimate Variance

Variate Parameter (8) (s*(8))
H, M 4.925 .0681
Ty -0.475 0681

H, Ha 9.419 .1088
T2 -0.922 .1088

W, M3 37.705 2.3103
T3 -4.885 2.3103

W, Ua 44511 3.8375
Tq -6.369 3.8375

To test the composite hypothesis of “no

treatment effect,” we need the value of the
logarithm of the likelihood funection which
is InL = -97.7.



The hypothesis of “no treatment effect”
for any of the responsesis ; =0 fori=1,...,4.
The design matrix for the model under the
hypothesis is obtained from the design
matrix for the full model by dropping the
four treatment dummy variables.

The value of InL calculated when the
restricted model was run was -104.2. The test
statistic -2(-104.2 + 97.7) = 13.0 would be
statistically significant (x*> 5, = 9.47).

The sample correlation matrix is printed
out as

Variate  H, H, w, W,
H, 1.0
H, 079 1.0
W, 083 0.0 1.0
W, 0.68 80 00 1.0

Notice that the correlations r(W;, W,)
and r(W,, H,), are shown as having values
0.0. However, r(W,;, W,) and r(W,, H,)
are not estimable in this example.

This program can be used to obtain a
solution when the measurements on all ex-
perimental units are complete. However,
for the complete measurement situation, a
computationally more efficient procedure
is presented in Arner and Seegrist (1979).
In fact, if only a portion of the data are
complete, it may be better to use the first
program on the complete subset to obtain
estimates of B and ¥ to use as initial esti-
mates for the incomplete program.

The program was written in Fortran for
an IBM 370/168. A deck and listing of the
computer program described in this publica-
tion is available on request with the under-
standing that the U.S. Department of Agri-
culture cannot assure accuracy, completeness,
reliability, or suitability for any other purpose
than that reported. The recipient may not
assert any proprietary rights thereto nor
represent it to anyone as other than a Gov-
ernment-produced computer program. For
cost information write U.S. Forest Service,
370 Reed Road, Broomall, Pa. 19008.
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FURMAT .,
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NO. UF ADDITIUNAL COMMENTS CARDS{CARD S

10
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#¥¥E READ CARG TYPES & ANU 7 UNLY UF IRP = 1, FURMAT = {50lo.i).

b« INITIAL ESTIMATES UF BEYA.

7. INITLAL ESVIMATES OF SIGMA,

8. FORMAT GF CATA { INCLUDINe L INVEGER AS THE FIRST [TtM FOLLuwED

BY Q+1 REAL FORMATY COUGES)

9. DATA ~- TrE OATA SAGULD BE CODEQ AS FLLLUWS:

A, THE FIRSTY POSITION UF EACH RECORD SHOULD HAVE AN INTEGHER
VALUE SPECIFYING THU OEPENJENT VARIATE FUR THIL RECURD.
THES wWILL BE A VALUE FRUM L TO P.

B, {HE DEPENDENT VARIATE SHUULD BE CUDED NEXT.

C. Thl Q INJUEPENUENT VARIABLES FULLUW THE OEPUNOENT VARIATE.
THERE ARE @ PUSIETIONS FUR THE INJEPENODENT VARIASLLES. WUT ALC
INOEPENDENT VAKIABLES Nitko TO du OUBSERVEY wWwiTH £ACH
DEPENCENT VARIATE:D A 0 HH3ULLD of CUDEDL IN THE APPROPRIATEL
PLSITIGN,.

Ue ALL CURRELATED UBSERVATIONS FUR AN EXPERIMENTAL UNIT (2LUT)
SHOUL G bE CUNTIGUUUS.

Eo THE EXPERIMENTAL UNLITS FCR EACH GROUP SHUULD BE CONTIGJOUS.
REEEEEF AR R GRS E R SRS A AR TR XS ERREF AR IR SR kA Rk R R F RS Ak ki
*dx EXAMPLE OF JCL FOR DEFINING OATA OUN JDISK wHERE OF =8 IN CULUMN 32

GF CONTRUL CARD 2:
FIGOFTOBFOOL 0D UNIT=3330,VUL=SER=UEIQL4sDSN=YIELDWDISP=5HR
AR R F PR RTINS AR R G S ERE TR R KA I TR R FR KPS TR F AR RSN E TR A RS G R IR R

P L LT L L i L T T R N R e P T e
=¥ [NSTRUCTIONS FUR CHANGING ARKAY DIMeNSITONRS. REQUIRED UNLY IN 4AIN
RJUTENE.
le JETERMINE NoyudsPy ANU NPLGIyu=1leNG.
2, WITH THESE VALUES CALCULATE WQsPPydPPI¢PPSPSQSPPLPQP,PPP
USING ARRAY SIZE DEFINITIUNY BELGW.
3. CHANGE DIMENSIUN SIic UF ARKAYS TU APPROPRIATE VALUES,
4o CHANG MXC TO Qv MXXP TO Py MAWPPL 10U WPPL, AXPPS TU PPS,
MXPSQS TC PSQSs MXPP TUL PPy MXPPL TU PPLy MXNG TU NGy
MXNF TO NF.
ARERRE AR RS AR AR RS B R R ARSI E XA KR AR MR R SR ER A KRR T ERE TSR ER R U &%
EEEREE LR RE I A SR AREE KRR R TR ENKAE KGR AR R EE B SRR ERR G R R R ARG kR kB RSB h Rk K&

®%% ARRAY SIZE CEFINITIUNS

QQ = C*(Q+l)/2 MAX = MXQu
PP = PR{P+l)/2 MAX = MXPP
PPI = PP~MIS MIS IS DEFINED uUN  JOB CUNTROL CARD. MAX = MXPP
QPPI= QPP MAX = MXQPPI
PPP = PRIX{PPI¢L)/2

PQP = (PPI®(QPPI+L1)/2 MAX = MXPQP
PPS = THE SUM OVER ALL GROUPS OF (NP{GIR(NP(LI+1}/2) MAX = HAXPPS

PSQS= ThE SLM UVER ALL GRUUPS ULF (NPLLI®NPLG))
*%% ARRAY CIMENSIONS MUST BE AT LEAST Tk S51Zb BCLOW.
REAL*8 SIGMAIPPI,YPYLPPS) yPLSSIPPP Y, YIPI»SIGINVIPPS) PLS(PPI)
DERINLIJPPLI I s XPYLPSQSe QI XPX{PPS,QyQ) ,DELTALQPP L) 4 X{P Q1
XPY2UQi v XAPXBEW)yBETA(QZ) PLUBIQR I PLBLQ)
PLESIPPL Q) UERLIV2IPIP)

INTEGER TP{NG+P)¢NP{NGIsNPLTING)»PTYPYINGIPTXPYING),DROPIPPI
Lyt e e L P T R P L eI A LA LA R LR Ll i a b ARl AL i
ARG SFEEE RS A EEFARRERLEER B REF AR R IR RERE AR PR AR RS SR H dok Rk dob ek bk

THERE ARE 5 PLACES WHERE FATAL MATRIX INVERSIUGNS MIGHT UCCUR. A

MESSAGE IS PRINTED WITH A NUMBER INDICAVINe WHERE THE INVERSIUN

FAILED.

1 = X'X

2 = INITIAL SIGMA OR PURTILN UOF 51GMA

3 = MATRIX CF EXPECTEQ VALUES OF SECUND DERIVATIVES WiTH RLSPECT
TO SIGMA.

4 = MATRIX CF SECOND OERIVATIVES WITH RESPECY TO BETA.

5 = ZROUP PLRTIQN OF NEw ESTIMATE UF SIuMA.

FEEREREER R AR NS ERIE S SR DAR KA R LI XX T SRR ET R RAT R ERR SO R SR AR SR L4 AR

i1



APPENDIX il

SAMPLE PROBLEM 1y GROwWTH AND YIELD USING CLUTTER®S EJUATIUNSs 6 GRUUPS
56 6400 51 00 01l
322121
16 16 15 15 20 20
L L L RS PR L P A g o
VARIABLE NAMES
Y1 = LN(VCL) AT TIME 15 Y2 = EN(VOL) AT TIME 2
¥3 = LNC(VOL) AT TIKE 3; Y4 = (LN{BAZI - LN{SALI*AGEL/AGEZ);
Y5 = (LN(BA3) - LNIBAL)I#AGEL/AGE3); X1 = INTERCEPT; X2 = SiTk INUEX;
X3 = 1/{PLOT ACGED; X4 = IN(BA(T)); X5 = (1-A(L}/A(Y)}; xo = x5 % S1;
*k* YLo¥2s¥3 = F(XLaX29X34X4); Y4i¥5 = FIX5,%6) bl
G ¢ v Y X1 X2 X3 X4 X4 X6

ARE R R KRR R Rk R ok A R K R AR Rk R O S e ot o ok AO KR R K Rk
(6Xe134F10.5,2F5.1,4F10.5])

| S S Y 1.92039 1.0 68.0 0.02041 4453443 Ja0 Q.0
1 2 8.020682 1.0 68.0 0.018148 4. 56226 0.0 0.0
I 1 3 8.14199 1.0 68.0 Je31695 4062413 J-0 3.0
1 2 1 1.69006 1.0 72.0 0.02273 4.29007 0.0 0.0
1 2 2 T.88382 1.0 72.0 0.02030 4. 42700 0.0 0.0
1 2 3 B.04967 1.0 72.Q J.01852 4.53828 0.0 0.0
2 1 4 0.54923 0.0 0.C 0.0 0.0 0.10909 7.41316
2 1 5 C.88376 3.0 0.3 C.3 2.0 216949 11.52542
2 2 4 0.65174 0.0 0.0 0.3 0.0 0.12000 8.64000
2 2 5 1.,04267 0.0 0.0 0.0 0.0 0.18519 13.33333
3 1 1 669724 1.0 6140 0.32502 3445526 T 7.0
3y 1 2 7.03527 1.0 61.0 0.02174 3. 72569 0.0 0.0
3 2 1 7.65128 1.0 75.0 0.02002 4. 19750 3.1 3.3
3 2 2 779770 1.0 72.0 0.01887 4428110 0.0 0.0
.
4 1 0.72112 0.0 0.0 0.0 0.0 Q. 13043 7.956%2
4 2 4 G.32119 2.0 Q.0 34d 3.2 J4 35663 he24528
5 1 1 Te549E7 140 7440 0.03125 Ye 26637 2.0 0.0
5 1 3 778030 1.0 74.0 0.0256% 4. 41502 0.0 0.0
5 2 1 T.104%7 1.0 77.0 J.33030 3.81777 0.9 0.0
5 2 3 T.6%45« 1.0 17.0 0.025%500 4. 28827 0.0 0.0
& 1 95 0.9l441 0.0 0.0 0.0 0.0 0.17949  13.23225
6 2 5 1.13861 0.0 0.0 0.0 0.0 0,17300 13.47599
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SAMPLE PRUBLEM ls GROWTH AND YIELD USING (LUTTER®'S EQUATIONS, 6 GRQUPS

PROGRAM CONTRUL INFCFMATION
EEASRBREES SRR EE SER S RER RS TR

P (NO. OF VARTATES, INCLUDING DIFFERENT VARIABLES AND REPEATED MEASJREMENTS)

Q (NO. OF INDEPENDENT VARIABLES) =

NG (NU. OF GRGUPSH =

NITR (MAXIMUM NO. OF ITERATIONS) =

IPR  (PRINT OPTION) =

DF (FILE ON WHICH DATA IS LOCAYED) =

NF  {(ND.OF FORMAT CARDS} =

INP  (INITIAL VALUES INDICATOR} =

MIS (NO. OF MISSING VARIATE COMBINATICNS) =
INT  (INTERCEPT INDICATUR) =

DELT (END ITERATIONS VALUE] =

SNR (NEWTON RAPHSUN —~ FISHER SCURING CUTCFF PUINT) =

NO. OF VARIATES (P} AND EXPERIMENTAL UNETS GR PLOTS (N} MEASUHRED IN CACH (RUOUP
SR RS RF R EER R R F RN R RIOR RO R KRR Rk Rk KRR KN AR SRRk K s Rk R kR R kR e kR R Kk

GROUP i 2 3 @ 5 [
PG} 3 2 2 1 2 1
N{G} L 16 15 15 29 20

ADDITIONAL PROBLEM GR VARIABLE IDENTIFICATICN
FREEE YRR VAR AR A R R K o Ok A ol kR A R W ok Ak R K KR R N K KOK R KO
SR ESR SRS HRFEFEE R SRS EFE R R R KRR R A AR r kR kR Rk kR R Fa ok xh ke ko bk

VARIABLE NAMES

YL = LN(VOL) AT TIME 13 Y2 = UN(VOLY AT TIME ¢

¥3 = LN(VOL) AT TIME 3; Y4 = (LN(BAZ} — LN(3A1)*AGEL/ALEZ);

Y5 = (LN{BA3} - LNIBALI*AGEL/AGE3}; X1 = INTERCEPT; X2 = SITE INUEX;

X3 = L/(PLOT AGE}: X4 = LN(BA(T)); X5 = (1-ALLI/A(T)); X6 = X5 * 51,
3% Y1,¥2:Y3 = FUX1eX21X3 X4} Y43¥5 = F{X5,X06) ok

G PV Y X1 X2 X3 X4 X5 X6

SEEEERERER AR RRE Ak ROR A ok AR gk ok ot Ok 0k BRI b ok 8O ok R OR R R ROK K R & ok Rk

FORMAT OF DATA
SEERETEEEF TR XS
(6X: 13¢F10.5,2F5,1,4F10.5)

INITIAL VALUES
ERRES RS SRR KRR

LOG OF THE LIKLIHOOD FUNCTIGON = 220.,78277
EEERERRR R E R E SRR R S PR R ERRR SRR EEE R AR R bRk

THE VALUE OF THE QUALRATIC FURM = 492.19537
ERERROR SRR ERRE SRR R IR KRR R ERKERE R R DR BT &

INITIAL ESTIMATE OF REGRESSION COEFFICIENTS- (38ETA)
S ok ol o e o bl o S O K Ok K K AR X K K

0.337696600+01 0.10295165D-01 -0.26387855C+02 0.973745910+00 0.462373130+01

0.17473433D-01
INITIAL ESTIMATE OF SIGMA
SRS ERBERER TR RESE Rk SR bk

0.8929532D0~03
0.12004840-03 0.14363440~03

WD WA e

13

-
COOruuOadtow

0. 100E-09
. 100E-02

0.21001150-03 0.44591300-04 J.7336672D-03
0.0 0.0 0.0 0.27375a800-02
0.0 0.0 a.o0 0.74245860-03 0.48651280-02



PrSUN

ITERATIUN = L3 CRITERIUN USED AT Tris sTEp = abwloi S0 Liots

PP T L 1 LS P i PO PPPPPTT R T T Ak

Lug GF THE LIKLINGOD FuncTiON = 518.04751 piFFERE
* > % *

R Rt Tk Tt R AL T A ARt YAt Attt LA
VALUE UF THE QUADRATIC FORM = 185.00000

BEFERSEARREXRL RE AR E R AR R ERE RS KK E ST ER RS AR RN AR S

NO. OF QUARTERING STEPS USED = 0
TR L S L P L L L T 1 1

REGRESSIUN CULFFICLENTS (BETAY
SEEER SR IR SR ERKRE R K EAS R EREERE R

0.32924017D+01 0. [l6827170-01 ~0.263887810402 J.9065229L 2 * 97

ESTIMATE UF COVAREANCE MATRIX (SiuMA)
EREEERRRKE IR R R F FR G R D SRR
1 C.19484190-02

. 55631856009

CE T
o wE EERERREAERREFEREELERK

J.ullses890#3L .31

2 0.46603600-03  0.228451480-03

3 0.15533210~02  0.74079850-03  0.3586401)-02 ]

4 0.0 0.0 0.9 9.125% 1o 80-0l )

5 0.0 0.0 0.0 pil2w27000-01  0.14226530-01
CORRELATIONS
FEI LI -T2 22 1 13

i 0.10000000 +01
0.70173170+00 0.10000000+01

0.0 3.0 0.0 0.13032200%01
0.0 0.0 0.0 D e T2 E9JF00  0.1000000U+01

2
3 0.58765180+00 0.81866060v00 0.10000000+01
4
5

SAMPLE COVARIANCE MATR1X OF ESTIMATED REGLRESSIUN CUEFFICIENT >

EREREEEERE LR AN E R R MR SRR XAE RS R A K0S PP I T T ITIL e 2 2

1 0,15790930-02
-03.83163860-05 0.L2240100-00
~0.14642300=01 —0.4597360D0-00 (1.42919240400

0.0 v.0 0.0 0.0
0.0 0.0 0.0 g.0

2

3

4 ~0.1754183D0-03 D.18563T40-01 C.13821620-04 0.36133970-04
&

6

14

0.99776310+00
~-0.14836520-31

42396203=-21

0.2224941L0=03



SAMPLE PRUBLEM 2, FyLl MUULL MANUVA, 2 GHRUUPS, 2 TREA[MENTS
% 8 24005 1 00 010

4 3

19 10 Py
*“..."“‘l“""i‘t*‘#*#"'tt‘t*“'t"l‘t*‘*#.t".(l“‘l‘*“‘*
VARIADLE NAMES
Vo= VARIATL NUFHER
¥i = HEloRT INCREASE FUk FIKST YEAK
Y2 = hWeloH! INCREASE FUR SELuNU YLAR

¥3 = URY wEIGHY FOR FIRST YEAR

¥& & DRY W#EIGHT FOR 3ECUND YEAR N

X = X1=X22Xs=k4 2 UMy VARIASLES Ik INTLRLEPT aNg TREATMENTS
v ¥ Al X2 X3 X4
".““"’**““l"‘l“tllll‘.t.‘t“lﬁ#t‘t‘.#“t“c't“i*“#‘#’*t#‘“*‘#!t*#

(12 F Tal o3R8 2F2.0,2%))

i .8 (S o0 00 32 GRUUP |, THOATHENT 1
3 il.0 0 09 11 30

i 4.0 L1 00 00 I

3 41.9 00 023 boi VI ]

1 5.8 Pt 00 00 [ ]

3 i5.0 00 00 [ [}

I3 CYSE) [ R 3 9 32 32

3 33.0 Q0 o0 11 30

i 3.9 11 0o 00 30

3 29.0 Q0 09 11 30

1 4o -1 00 00 oo GRUUP 1y TREATHENT &
3 37.9 Q0 o 2] t«1 33

I 53 -1 o0 00 90

3 42.0 o0 090 I [V I

i 4.1 i-1 o3 90 Vv

3 40.0 Qo 0o -1 D0

i 3ev t-1 1313 ¢ ¢ y )

3 36.0 00 390 -1 30

L 6.t 1-1 00D V0O 02

3 49,0 [ RY 3 J -1 93

1 b i1 30 00 0O GRUUP 2, TRLATMENT L
2 g9 o0 11 800 v

4 33,0 3 03 0¢o [

1 3.2 11 (VI ] [Vl A

2 [ o0 [N [ VI

4 41ed Q [V 3] [IRs] 11

L 4.3 t1 o0 09 00

2 9,0 00 il 03 g0

4 37.0 (s3] [V ] S 3 11

L 2.4 [ g0 0Q 00

2 5.1 oo 11 00 3o

4 4240 g0 Q3 G J 11

1 .7 1l 00 00 00

2 9.8 o0 11 [V RN B

“ n3.7 Q2 C [¢ ] a3 il

L Bl -1 [ ] 0 o0 20 GRGIP £y TREATHL vY 2
2 1.2 o0 1~1 [ ¢33

4 55.0 90 Q0 a0 i-1

i 4.8 1-1 o0 [+ IR [

2 F.0 en 1-1 [ ] ]

- “8.0 00 09 0 a i-1

i 54¢ 1-1 006 00 o¢rC

2 10.¢ 00 1~1 03 90

& 49,0 00 00 00 -1

1 G. 3 i-1 (¢3N] P B 39

F4 G.n [ ] -1 co 009

“ 510 00 00 00 1-1

1 6. -1 o 2 Q J 33

P4 1241 o0 i~1 Q0 20

4  &0.0 [ I+ 33 a9 -1
SAMPLE PRUGLEM 2y REDULED MuDELy 2 GRIUPS, 2 TReATHENTS

4% 220061 0000
2 3
10 14

(I2sF 7.1 43Keslb2.0e%X)4
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SAMPLE PROBLEM 2, RECUCED MUDEL, 2 GRCUPS, 2 TREATMENTS

PROGRAM CUNTROL INFCRMATIUN
ERFVEEE EREKERRAK SR F F KR ERERK TR

P {Nue OF VARIATES,s INCLUOING DIFFERENT VARIABLES AND REPEATED MEASJREMENTS) = 4
Q  iNO. OF INOEPENDENT VARIABLES) = 4
NG (RO« OF GROUWPS) = 2
NITR {MAXIMUM NU. CF ITERATIUNS) = P
IPR  (PRINT GPTILNL = 3
0OF (FILE ON WHICH 0ATA IS LOCATEU) = -]
NF  (NU.OF FORMAT CARDS) = i
INP LINET AL VALUES INDICAYOR) = 0
MIS {NO. UF MISSING VARIATE COMBINATICNS) = P
INT  CINTERCEPT INULCATOR) = b
DELT {ENO ITERATIONS VALUYE) = 0,100E-09
SNR (NEWTON RAPHSON — FISHER SCURING CUTCFF PUIANT) = J.100E~02

NO. OF VARIATES (P) AND EXPEKIMENTAL UNLITS GR PLUTS (N} MEASUREY IN EACH GRuUUP
AR AR R Rk Rk AR E R R R AR R XA R R R MR R KRR RS AR KR A O TNk KRRk R & ko kR %
GRCUP i 2

PEGI 2 3

N(G) 10 19

FORMAT OF DATA
W R R kR

CLZeFToLa3X,4(F2.0,4X))

INITIAL VALUES
A REERE R Rk

LAG OF THE LIKLIRUUD FUNCTIUN = —-109.85307
PR LSRR SRS TAS IR RS E RIS RASRA SRS FER RS S T2 2 Y]

THE vALUE OF THE QUALRATIC FORM = 73.049606
R RN & R IOR SOk R o R R R R G kR o R kR A Rk ok S

INITIAL ESTIMATE OF REGRESSION CUEFFICIENTS (dETA)
L L T e T P 22 e T

0.432500000+401  0.550000000401 0.373000000+22 0,449000000+02

INITIAL ESTIMATE OF SIGMA
S R ROk AR R R ok

1 0., 15868750401

2 041346500D¢01 J.i756000D+01

3 0.12505000401 0.0 0.151050004¢02

4 0.72360000+¢01 0.93350000+01 0.0 0.60145000+02

18



TTERATION = 10 CRITERION UsEu AT THIES STEP = NENTUH RAPHSUN
XS ERREFERSRAE R KT PR ERNRE R B RE X DT X RA D AR E R KR KRR R R KSR KR Rk

LOG OF THE LIKLIMOOO FUNCTION = «“104.24262 GIFFERENLE = 11T 239550-12
Lttt bbb tbihitbibtibihihbhhbbibiittrtbit iRt LR L LR L EET 2L 2 L e L L A S R L ST IS S
PROPORTIONATE DIFFERENCE = (17246795814

VALUE OF THE QUADRATIC FOURM = 20.000000

ESSRA KR EA B L ERARECR L B AR R ERE TR R E S SN AR GRS X

MU, OF QUARTERING STEPS USED = 0
A R R 6k K ek A B R R e

REGRESSION CUEFFICIENTS (BETA)
EEIREEERR B KSR ELRR R A SER R RETRT AR
0.%92500800¢01  0.540416730+0L  J,377387780+92 (.+4385201Lu+02

ESTIMATE UF COVARIANCE MATRIX (SIGHMA)
[ R T T Y

1 0.15868750+01

2 041600785001 0.2410211D+01

3 0.81645220+01 3.0 0.60549000+02

4 0.86025080+01 0.12749060+0 0.0 0.38471L20+02
CORRELATIONS
EEtE L2 2213 233

1 0.10000000+01

P4 0.81852890+30 0.10000000+¢01

3 0.83292510+20 0.0 0.10000000+01

4 3.72602670+00 J.87307092400 s3] 0.100J000Cu+01

SAMPLE COVARIANCE MATRIX OF ESTIMATED REGRESSION COEFFICIENTS
ERERE R R R YA T DR R AR R AR R IR R LS R R T RR RN PR DR AR E AT KA hk
0.79343750-01

0.80039230-01  0.16028030+00

0.40822610+00  0.41180460+00  0.39545640¢01

0.4301254D+00  0.84101040+00  0.22130090401  0.65154010+01

AR =
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Headquarters of the Northeastern Forest Experiment .Stat.ion are in
Broomall, Pa. Field laboratories and research units are maintained at:

® Ambherst, Massachusetts, in cooperation with the University of
Massachusetts.

® Beltsville, Maryland.

® Berea, Kentucky, in cooperation with Berea College.

® Burlington, Vermont, in cooperation with the University of
Vermont.

® Delaware, Ohio.

® Durham, New Hampshire, in cooperation with the University of
New Hampshire,

® Hamden, Connecticut, in cooperation with Yale University.

® Kingston, Pennsylvania.

® Morgantown, West Virginia, in cooperation with West Virginia
University, Morgantown.

® Orono, Maine, in cooperation with the University of Maine,
Orono.

® Parsons, West Virginia.

® Princeton, West Virginia.

® Syracuse, New York, in cooperation with the State University of
New York College of Environmental Sciences and Forestry at
Syracuse University, Syracuse.

® University Park, Pennsylvania, in cooperation with the
Pennsylvania State University.

® Warren, Pennsylvania,




