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A COMPUTER PROGRAM

for the Maximum Likelihood Estimator
of the General Multivariate Linear Model
with Correlated Errors

Abstract

This report describes a computer program that obtains maximum
likelihood estimates of the parameters for a general linear model
with correlated observations. The variates can be a set of different
types of variates, repeated measurement on the same variate, or com-
binations of repeated measurements and different variates, A forest
growth and yield model describing repeated measurement of plot
volume and basal area is presented as an example,




IN THIS REPORT we describe a computer
program that obtains maximum likelihood
estimates of the parameters for a general mul-
tivariate linear model with two or more corre-
Iated observations. The variates can be a set
of different types of variates, repeated meas-
urements on the same variate, or combina-
tions of repeated measurements and different
variates.

We present, as an example, the growth and
vield model described by Clutter (1963). This
model uses recursive simultaneous equations
to describe plot volume and basal area where
the values are measured repeatedly on the
same plot.

The general multivariate linear model for p
correlated measurements on each of n plots
can be written

y=XB+e (1)
where ¥y = (¥, ¥e. --,¥)
x' s (X’,, X’zy e vy le)
and y’i=(y”,---,Y1n)
X=X, X10)
X = (xmy ey Xijq)'

The element y,; is the observed value of
variate Y; on plot j and x,; is the observed
value of the k" independent variable associ-
ated with Y; on plot j.

We assume that the vectors of observations
for the n plots are mutually independent and
that the p observations for each plot have
the covariance matrix E. Therefore, the co-
variance matrix for y can be written as W =
Z X I, where X represents the Kronecker
product. The order of Z is p, and I is the
identity matrix of order n.

Due to correlation among the observations,
the ordinary least squares procedure cannot
be used to solve the system (1) for estimates
of B. Therefore, we developed a computer pro-
gram to obtain maximum likelihood estimates
for B and Z.

The program maximizes the logarithm of
the likelihood function of y;

L = —np/2 In(211) + n/2(22|-1/2Q (2)

where Q = (y—Xg)' ¥ (y—~Xp)

and [Z-| denotes the determinant of matrix
&,

For the maximization of L, we require the
first and second derivatives of L with respect
to @ and £-. Denote the tu element of Z-* as
o', The required derivatives are presented in
a form convenient for computation. Their
derivation can be found in Seegrist and Arner
(1978).

The first derivatives can be written
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THE MAXIMUM
LIKELIHOOD ESTIMATES

The likelihood equations are nonlinear and
have to be solved by iterative procedures. The
initial estimates of the model parameters that
we use are the ordinary least squares esti-
mates B, = (X'’X)X’y, and the estimated
variances and covariances based on §,

Gown = (Y’Q’u - éltx,tyu - é'(.x'uYe +
ﬂ’ﬂx,lxlléﬂ)/Nn

'1‘_he program wuses three procedures for
solving the likelihood equations; (1) Newton-

2

Raphson; (2) Fisher scoring; and (3) the
iterated Aitken procedure. Different iterative
procedures are needed because one of the pro-
cedures may not converge to a solution; and
the different procedures converge at different
rates. The method of determining which pro-
cedure to use at each iteration is: if the change
in L is less than a specified value at the pre-
ceeding iteration, the Newton-Raphson pro-
cedure is used; if the change in L is greater
than the specified value, or if the Newton-
Raphson procedure does not work, the Fisher
scoring method is used. Finally, the iterated
Aitken method is used if both Newton-Raph-
son and Fisher scoring procedures fail to
work. These two procedures may not work at
a particular iteration because of an ill-
conditioned matrix of second derivatives, an
ill-conditioned estimate of 3, or a decrease in
the value of the likelihood function when
evaluated at the new estimates.

The three methods of solving the likelihood
equations are based on calculating a vector
of increments (A) to the vector of parameter
estimates (0). The iterated parameter esti-
matesare 6 = 0,, + A..

The vector of increments A for the Newton-
Raphson procedure is

32L L T oL
B Jpoz oB

A= — (5)
2L 2L oL

azdap oxneml ., Loxtd

The first matrix on the right side of (5) is
the inverse of the matrix of second deriva-
tives of the likelihood function and the sec-
ond matrix is the vector of first derivatives.
The notation [ ], indicates that the ele-
ments of the vector of first derivatives (3)



and the elements of the matrix of second
derivatives (4) are evaluated at ém. oL/ &
denotes a vector whose tu'* element is ?L/dot®,
¢°L/oBoX ' is a matrix whose tu™ column is
the vector #*L/of0s', and #L/eE- 3% is a
matrix whose element in row (r,s) and column
(t,u) is °L/fa 2ot for 1 < r <s<1,...,
p,i<t<ua=1,...,p.

The vector of increments for the Fisher
scoring procedure is

PP B
Al = - (6)
22L, 7L
oLt G oz (i 1)

The first step of the iterated Aitken proce-
duce is to calculate the increment to the vec-
tor of regression coefficients {8) which is

. »L | oL
A(B;) = — [EEEE]H"” [55].1--1)

The iterated estimate of the vector of regres-
sion coefficients is g, = B, + A(B). It can
be shown that B, is the generalized least
squares estimator of B evaluated at Z;... The
iterated variance and covariance estimates are

r‘\"lui = (y’«yu - é’i(X"Yﬂ +
X,y.) + X X.B)/N.

The iterations are terminated when L, —
L., €« ¢ where ¢ is a small predetermined
value, and L is the logarithm of the likeli-
hood function evaluated at .

The major computational problem is the
matrix inversion required for the calculation
of A;. For the Newton-Raphson procedure,
the matrix of second derivatives evaluated at
6,.. may be singular. We also found that,
when the residuals are highly correlated, the
matrix of second derivatives with respect to
the elements of & is ill-conditioned. This
second problem was alleviated when we no-
ticed that the inverse of 3?L/3Z-20Z* could be
calculated directly from the estimates of o!!
calculated at the previous iteration.

Denote #:L/3 Z-3Z* as A. We found that
the element in row (r,s) and column (t,u) of
the inverse of A is

1
ALTRI e o (“n- UL U”‘ "m).

Thus, the Fisher scoring procedure requires
only one matrix inversion, the gxq matrix of
second derivatives with respect to g. If the
matrix of second derivatives needed for the
Newton-Raphson procedure is negative defi-
nite, it’s inverse can be calculated with one
more inversion of a matrix of order q by using
definitions of the inverse of a partitioned
matrix.

The point at which an iteration should be
started with the Newton-Raphson procedure
has not been determined. In their procedure
for variance component estimation, Jennrich
and Sampson (1976) use the scoring algo-
rithm whenever the change in L is greater
than 1.0. On the data sets we have worked
with, we have found that the Newton-
Raphson procedure converges more rapidly
than the other two procedures when the full
matrix of second derivatives can be inverted.
The point at which this occurs seems a char-
acteristic of each data set.

When a solution is obtained by a particular
algorithm, but the change in L is negative,
the program switches to a partial stepping
procedure similar to that suggested by Jenn-
rich and Sampson (1976). At each step, A is
divided by 4 and new estimates are obtained.
The partial stepping is terminated at the first
step which increases L.

PROGRAM INFORMATION

The program arrays are dimensioned for a
maximum p of 10 and a maximum q of 12. If
larger problems are encountered, the size of
the appropriate arrays should be changed. In-
structions for doing this are found in the
comments section at the beginning of the
program. The control card instructions are
also located here, as well as in Appendix I

When a matrix cannot be inverted, the pro-
gram terminates with an error message. Ap-
pendix I contains an explanation of these
messages.

The program output includes the estimates
of B, Z, ]ﬁ], the value of L evaluated at these
estimates, and the inverse of the negative of
the matrix of second derivatives with respect



to B and E. The elements of thes? matrices
can be used as estimates of the variances and
covariances of B and Z. o

The value of L can be used to set up likeli-
hood ratio tests to determine whether some
of the independent variables can be dropped
from the model. If Lo is the value of the log
likelihood function under the full model, and
L., is the value obtained with the restricted
model (deletion of a portion of B of length
q:), then ~2 (L., — Lo) is asymptotically dis-
tributed as y° with q, degrees of freedom.

The estimates of B and X are both printed
and punched. The punched cards can be read
ag starting values for further iterations (see
program control information).

PROGRAM APPLICATION

The program was initially developed to ob-
tain solutions to the forest growth and yield
functions as described by Sullivan and Clut-
ter (1972) when there are more than two
repeated mensurements per plot, The model
and procedure presented here are more gen-
eral, however. With proper construction of
the data, the program can obtain solutions to
the usunl multivariate linear regression model
as well as solutions to some systems of equa-
tions, where the dependent variables are
combinations of repeated measurements and
measurements on several correlated variates,
Note that the X, can be combinations of ex-
perimental design  variables and covariates
and need not be the same for the different y,.

A sample problem ig presented in Appendix
II for 3 repeated measurements on each of 22
fixed plots, We use Clutter's (1963) growth
and vield model to describe plot volume and
basal area, The equations can be written as

E(anyi) =g, + B S+ BrA 7+ B InB;
E(inB,) = A A InBy; + a(1— A A1)

+ az(1~AliAti'l)Si

where V., = cubic foot volume per acre on
the i'" plot at time t,
S = site index of i*" plot (in feet),
A,; = stand age of i*" plot at time t,
and B, = basal area per acre of the i*" plot

at time { (in square feet).

We consider stand ages (A,) and initial
basal area (B,) as design variables. Note that
the basal area equation for time 1 is an iden-
tity, while the coefficient for A,;/A,, InB,; in
the basal area equation for the second and
third remeasurement periods is always 1. To
obtain the computing form for the data, we
delete the first basal area equation and sub-
tract A/A.* InB, from both sides of the t®
basal area equation for t = 2, 3.

Appendix II contains a partial listing of the
sample data and the control cards required
to run the program with the data. The first
four fields of the sample data cards contain
identification information only, and are not
used by the program. The values are plot
number, measurement period, equation type,
and variate number.

The data for the five equations for each
plot are together. The first three cards have
the data for the three volume equations, the
last two cards have the data for the basal
area equations for time 2 and 3. The data on
the data cards are the values of the variables
defined as shown in Table 1.

Table 1.-~Data layout

—— ———
Y Xl Xg X:‘( X4 X5 X(;

inVv, 1.0 S A InB, 0.0 0.0

Inv, 1.0 5 At InB, 0.0 0.0

InV, 1.0 S At InB, 0.0 0.0

B* 00 00 00 00 - AA (1-AA)S

mB* 00 00 00 00 g ~AAT (1-AAMS

where InB * = InB, — AA nB,.

N

4



The first control card is a general title card.
The second is the job control card. On this
card, the first two fields are blank, indicating
the program assumes the default values for
DELT and SNW. The third field contains the
number of plots (22) and the fourth field
contains the number of variates (or equa-
tions). There are six independent variables;
the maximum number of iterations is set at
30; the print option is set to zero to print the
results at the last iteration only; the data is
Iocated on file 5; there is one format card; no
column of 1’s is added to the data; there are
11 additional comments cards; and the blank
in the last field indicates that the initial esti-
mates are calculated from the data.

Following the job control card are the 11
additional comments cards. Next is the data
format card followed by the data itself.

The data are a portion of those collected
for a growth and yield study of managed hard-
wood stands being made by the Northeastern
Forest Experiment Station. The program was
written in Fortran for an IBM 370/168.

A deck and listing of the computer program
described in this publication is available on
request with the understanding that the U.S.
Department of Agriculture cannot assure its

accuracy, completeness, reliability, or suit-
ability for any other purpose than that re-
ported. The recipient may not assert any
proprietary rights thereto nor represent it to
anyone as other than a Government-produced
computer program. For cost information,
please write the authors at the: Northeastern
Forest Experiment Station, 370 Reed Road,
Broomall, Pa. 19008.
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APPENDIX |

ok gk Rk ol ok ok Rk Rk R R R Rk Rk R Ak R kR SRk kR Rk kR R Rk Rk Rk k&
sx&x CONTROL CARDS

le
2.

e

TITLE CARD FUORMAT = (10A8)
JOB CONTROL CARD
COLS. 1-10 DELT

it

END ITERATIONS INDICATOR. WHEN THE
PROPORTIONATE CHANGE COF THE LUG LIKELIHUOOD
FUNCTION IS LESS THAN DELT, ITERATIONS
TERMINATE. IF O IS READ, DELT IS SET TOU 1l.E-10
11-20 SNW = START NEWTON-RAPHSON PRUCEDURE WHEN THE
PROPORTIONATE CHANGE OF THE LOG LIKELIHUOD
FUNCTION IS LESS THAN *SNw%, DEFAULT = .1 .
IF THE PROPURTIONATE CHANGE IS GREATER THAN
*#SNwW¥%, THE FISHER SCORING PROCEDURE IS USED.

21-25 N = NO. OF EXPERIMENTAL UNITS (NG. OF PLOTS).
26-30 P = NO. OF REPEATED MEASUREMENTS 0OR DEPENDENT
VARIATES MEASURED ON EACH PLUT.
31-35 Q = NO. OF INOEPENDENT VARIABLES
36~40 NITR = MAX. NO. ITERATIONS. (IF O, NITK=20}.
41-45 IPR = PRINT OPTIUN
= 0 PRINT RESULTS AT LAST ITERATICON UNLY.
= 1 PRINT LOG LIKELIHCUD FUNCTION, DIFFERENCE,
AND VALUE 0OF QUADRATIC FURM EACH ITERATION.
= 2 PRINT EVERYTHING BUT NEG. OF INVERSE OF
MATRIX OF SECOND UDERIVATIVES EACH ITERATION.
46-50 F = FILE ON WHICH DATA IS LUCATED (DEFAULT=3}.
51-55 NF = NO. FORMAT CARDS (MAX = 3).
56-60 INT = INTERCEPT INDICATOR: IF INT NUT EQUAL O, THE
NO. OF INDEPENDENT VARS. IS INCREASED BY L AND
A COL. OF 1'Ss IS ADDED TC INDEP. VARS.
61-65 NC = NO.UF ADDIT IONAL CUMMENTS CARDS (CARD TYPE 3)
66~T7T0 INP = INPUT INDICATOR, IF INP ...

0 INITIAL ESTIMATES OF 3ETA AND SIGMA ARE
CALCULATED FROM DATA
1 READ STARTING VALUES UF BETA AND SIGMA
{CARD TYPE 6 AND 7) PUNCHED ON PREVIOUS RUN.
COMMENTS CARDS - OPTIONAL, READ UNLY [IF *NC#% UN CARD 2 IS «GT. O
FURMAT = (10A8) - VARIABLE NAMES CAN BE READ HERE; leE.
Y1 = LN{VOL) Y2 = LN{BA) X1l = L/AGE ees ETC
FORMAT OF DATA DESCRIBING THE Px(U¢l}) VARIABLES FOR A PLOT.
{ALL VARIABLES ARE REAL}
DATA (1Y FOLLOWED BY Q X*S; THIS IS REPEATED P TIMES FOR
THE P CORRELATED OBSERVATIONS ON 1 PLOT. THERE ARE N
OF THESE OBSERVATIONS)

]

READ CARDS & AND 7 ONLY IF INP ON CARD 2 IS EQUAL TG 1.
INITIAL ESTIMATES OF BETA, FORMAT = (5D16.8)

INITIAL ESTIMATES OF SIGMA {(UPPER TRIANGULAR PORTIUN STORED
COLUMNWISE = [ Ee [lol) (142) (2+42) (L3 (2+3) (343} weo
FORMAT = (5016.8)«

AR E RN KRR A SRR TR PR CC KRS EEER G ARGk A G ko gk kR bR dr b ko RRHTE
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&#****t****#*****t“****#:s#t#*t**#****#l***#**#***#*****#*##***###*****
**+ INSTRUCTIONS FOR CHANGING ARRAY DIMENSIUNS. THIS IS REQUIRED ONLY
IN

MATIN ROUTINE.

i. DETERMINE p AND Q.
2. FROM THESE VALUES CALCULATE PP,PPP,QQ,MDL,MD2 USING ARRAY SIZE

DEFINITIONS BELOW. '
3. CHANGE DIMENSION SIZE OF ARRAYS TU APPKUPRIATE VALUES.

4. CHANGE MXP TQ P, MXQ TO Qr AND MXMDL TO MDI1.
*#****##***##****#***##**#****#**************###*#**#***************#*

LET S 13 TP arprav et 1 2 L 2 T ST T T T P T

**& ARRAY SIZE DEFINITIONS
PP = pP¥(P+1)/2
PPP= PP:(PP+L})/2
QQ = Q*(Q+l)/2
MDl= QPP MAX = MXMDIL
MD2= MDLI%(MD1l+1)/2
L L N Y T T L L L LI T P TT T T S PP P e
*%x% ARRAY DIMENSIONS, MUST BE AT LEAST THE SIZE BELOW.
REAL®8 DERIVZ(MD2),SIGMA(PP) YPYLPP) SIGINVIPP),PLS(PP),
DERIVI(MDL) +PLBBIQQ),PLSS{PPP)sDELTA(MDL), Y(P)sX(P,Q),

REAL®8 XPX{(PP,QsQ),XPY(P,QsP),BETALQ),PLBSI{Q,PP),PLB(Q)
AR ERR R AR SRR RS R R KRR AR Kk Kk kR kKRR KK Rk Rk KK

FXFEERE BB CER ST R R RN RN ERRRE R T PR R R R KRRk ok ddo Rk k&
%% THERE ARE 4 PLACES WHERE FATAL MATRIX INVERSIONS MIGHT OCCUR.
THESE ARE NUMBERED WITH MIER. A MESSAGE IS PRINTED WITH THIS
VALUE TO TELL THE USER THE MATRIX IN WHICH THE INVERSION FAILED.
IF MIER = 1y THE INITIAL X*X COULD NOT BE INVERTED
2y THE INITIAL ESTIMATE OF SIGMA COULD NOT BE INVERTED
3y X*S XyTHE MATRIX OF 2ND DERIVS. WITH RESPECT TO BETA

4y X*S Xy AT LAST ITERATION
REAERRE SR REEEE ECE XS ERRRREE R R LSRR F Rkl Sk kkokkkk & kok kg ko Kok gkok ek k ko



APPENDIX i

SAMPLE PRCBLEYM, GROWTH AND YIELD USENG CLUTTER'S EQU‘][UNSD
22 5 3, 5 1
t;;:ﬂjl‘;;;;:\‘l;‘;;“:""".""“'iuunn;{:-nuE-tOx--tut!x-vn
UATIOAS

< VARIABLE NAMES
“ = t::zou AT TINE 13 Y2 = LAIVOLY AT TEME 23
5 = CLY AT TiKE 3; Y4 = (INBA2] ~ LNUBALI*AGEI/AGEZN:
Y30 (LNLBA3) - LNIBALISAGEL/AGE3};  x1 = (NTERCEPT: 32 = SIVE INDEXS
.:: LALPLLT AGE); X6 = LNEBAIT) S X5 = (1-ALFAfTI}: X6 = {1—-ALZALT}}¥SI

Y1e¥2,¥3 = F(X1,X2,X3,X4} ; Y4e¥S = E{X5, X8} s

| 38
P

¥ X1 x2 23 X4 xS xé

HEER G LSRR AE R L KOTSRS IR R R A PECHORABTRS EAKE S LK RACLEBREIREN SR
(8X1F10.542F5.144F1D.5)

Ll 1l 7.614L5 1.0 66,0 0,02174 4.26816 0.0 9.0
L2 12 7.79565 1.0 66.0 o.m;z: «Z;‘Sm 0.2 0.0
L3 13 7,907%7 1.0 6.0 3.01786  4.44B1L 0.0 0.9
12 26 0.61803 0,0 0.0 0.0 0.9 0.11538  T.61539
1325 0.9421Z 0.0 0.0  d.o 0.0 g.17857 11.78572
21 11 6.7686% 1.0 60.0 0,02083 3,44829 0.0 -0
2212 71.06133 1.0 60,0 3.018%2 3.67514 0.0 u.0
23 13 7.30458 1,0 60.0 9,01724  3,85767 0.0 0.9
2224 0.61065 0.0 0.3 9.0 0.2 0.1l  6.66607
23 25  1.303%1 0,0 0,0 0.0 0.0 5, 17241 1034483
2L 1L 716369 1.0 59.0  3.02%64 3.96575 3. ¢ 0.0
21 2 12 7439213 1.0 59,) J.D2222 6.130613 G. Q 0.3
213 13 T.SB134 1.0 56.3  2.02041  4,2705% 0.0 0.0
2L 2 2 4 0.69%1% 9.0 0.9 0.0 0.2 0.12333  7.86667
213 25 1.11%12 ).0 0.3 3.0 0.0 2.2C608  12.04082
221 11 6.64T47 1.0 57.)  5.02639 346319 0.0 V.0
22 2 12 6492158 1.3 57.0 0.02128  3.05317 0.0 Q.0
223 13 7.1%88 1.) 57.0 0.01061  3.7¢7s2 2.0 0.0
222 2 4 0465014 042 0.3 0.9 [: 9} 0. 127854 7.27660
223 25  1.02957 0.3 G.3 9.0 0 2.15638  11.17647

SAMPLE PRUBLE™Ms GROWTH AND YIELD YSING CLUTTER®S EQUATIONS

PROGRAM CONTRINL INFULPMATION

NO. PLOTS = 2?
NO. CORRELATED VARIATES = 5
NGO, INDEPENDENT VAR IABLES = 6
MAX. NO., I[TERATICNS = 39
PRINT CPTION = 0
INPUT FILE = k]
NO. FORFAT CARDS = 1

INTFRCEPT INDICATDR = 3
DELTA C(END ITERATIONS INDICATERE = 0.1326-06
SNW {NEWTON RAPHSON CUTOFE PUINTD ¢ 0,100640C

ADDITIONAL COMMENTS ABQUT VARIABLES UM NTHER PRLALEM IDENTEFICATION
BN UL R AT P ER PRGN RN RE TGN EHA SN ORI CCE G AP HE P RO E RO KD RO H R H ¥4
B R Gt F AR L A (AT F NSRBI GBPRA TN T ARF RN ORI R B CE R PN DS 4 RO R AE NS E0 84

SEFULTANENUS EULATECNS VARIABLE NAMFS
¥Yi = LN{VOLY AT TIML 1 ¥2 = LN{VULY AT T Mg 25
¥3 = LNEVOL) AT TI4E 33 Yo » LLN(IAZT ~ LR{BALI*AGELZAGE 2 3
¥5 = (LN(B13} = LN{IALI#AGEL/AGES): X1 = [RYEPLERT; X2 = SITE (INDEX:
X3 = LZ{PLOT AGEJ: X4 » LNEBACYII! x4 2 (1-A1/8LT11; X6 = [1-A1/A(T))%5¢
L V1e¥2,Y3 = FUXLX29X3eX4) & Ya,¥5 =« FiX5, X6} e

¥ xi L ¥4 X3 LY x5 X¢

P Ty Y T R L P e TR P

DATA FORMAT
EERSEEE I RN TS

(BXoF10.5,2F5.L,4F L3u5)

Yoy ADJLSTED FGF HEAM
BEEDEF N ELAEENEFEIET R EE
I3 Co1501314Ce3)

7 £.1291906N900 0411208680400

3 0.10587748630  3.9635714N<0L ).835425€0-01

S b 5266%04D-07 =2.47%31959-32 -1.319456€0-37  9.118472(6-02

6 Sp.138a6l8C-31 -) LRIS3TVOL S 1B3IBN6210-02  J.1832713L-02  3.3780<2RC-02
THE DETERMINAINT (F CROSS PRODUCT wATIIX ©F Uy - vGAF) = LS LS3I0RT0~14

NITIAL CSTIMATES OF RESRESSILN COEFEICIFRTS  (EETAY
:'i::t‘;'t*tt60“'.l’tt't.l'."l.‘..l“l‘"Ot"ll.""lt

0. 361655697401 0s119512710=01 =D 295187330407 3, 953400 B90r0C  J.4404521 10401 ). 151532060-01

M ESTIANTE UF SIGYAy AN OCF AIWSTHENTS = )
:::i::‘;'»ttet.c.oson-tuntttittotit‘un«."““‘.‘-‘.“‘

L 5.242776 7073 _ .

2 3.1014727C-33 ¥, 2713R¥630-13

3 D.81274330- 34 PRSI T AT ,_,)‘:.?’3,]_1“]3
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